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80 mb ⋅ 25 fb-1 = 2⋅1015 collisions

2

<N> = σ L

1 mb = 10-27 cm2

expected number of scatterings = cross section [cm2] x Luminosity [1/cm2]
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Figure 9: Distribution of the four-lepton reconstructed mass in the full mass range for the sum
of the 4e, 2e2µ and 4µ channels. Points with error bars represent the data, shaded histograms
represent the backgrounds, and the unshaded histogram the signal expectation for a mass hy-
pothesis of mH = 126 GeV. Signal and ZZ background are normalized to the SM expectation,
Z + X background to the estimation from data. The expected distributions are presented as
stacked histograms. No events are observed with m4` > 800 GeV.

Table 3: The number of observed candidate events compared to the mean expected background
and signal rates for each final state. Uncertainties include statistical and systematic sources.
The results are given integrated over the full mass measurement range m4` > 100 GeV and for
7 and 8 TeV data combined.

Channel 4e 2e2µ 4µ 4`
ZZ background 77 ± 10 191 ± 25 119 ± 15 387 ± 31
Z + X background 7.4 ± 1.5 11.5 ± 2.9 3.6 ± 1.5 22.6 ± 3.6
All backgrounds 85 ± 11 202 ± 25 123 ± 15 410 ± 31
mH = 500 GeV 5.2 ± 0.6 12.2 ± 1.4 7.1 ± 0.8 24.5 ± 1.7
mH = 800 GeV 0.7 ± 0.1 1.6 ± 0.2 0.9 ± 0.1 3.1 ± 0.2
Observed 89 247 134 470

Table 4: The number of observed candidate events compared to the mean expected background
and signal rates for each final state. Uncertainties include statistical and systematic sources.
The results are integrated over the mass range from 121.5 to 130.5 GeV and for 7 and 8 TeV data
combined.

Channel 4e 2e2µ 4µ 4`
ZZ background 1.1 ± 0.1 3.2 ± 0.2 2.5 ± 0.2 6.8 ± 0.3
Z + X background 0.8 ± 0.2 1.3 ± 0.3 0.4 ± 0.2 2.6 ± 0.4
All backgrounds 1.9 ± 0.2 4.6 ± 0.4 2.9 ± 0.2 9.4 ± 0.5
mH = 125 GeV 3.0 ± 0.4 7.9 ± 1.0 6.4 ± 0.7 17.3 ± 1.3
mH = 126 GeV 3.4 ± 0.5 9.0 ± 1.1 7.2 ± 0.8 19.6 ± 1.5
Observed 4 13 8 25
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Figure 2: Invariant mass distribution of diphoton candidates after all
selections of the inclusive analysis for the combined 7 TeV and 8 TeV
data. The result of a fit to the data with the sum of a SM Higgs boson
signal (withmH = 126.8 GeVand free signal strength) and background
is superimposed. The residuals of the data with respect to the fitted
background are displayed in the lower panel.

4.5. Results
The diphoton invariant mass distribution after selec-

tions for the full data sample is shown in Fig. 2. At the
maximum deviation from the background-only expec-
tation, which occurs for mH ∼ 126.5 GeV, the signif-
icance of the observed peak is 7.4σ for the combined
7 TeV and 8 TeV data and the category-based analysis
(compared with 4.3σ expected from SM Higgs boson
production at this mass), which establishes a discovery-
level signal in the γγ channel alone. Table 5 lists the

Table 5: For the H → γγ analysis of the
√
s = 8 TeV data, the num-

bers of events observed in the data (ND), the numbers of background
events (NB) estimated from fits to the data, and the expected SMHiggs
boson signal (NS ) for mH = 126.8 GeV, split by category. All num-
bers are given in a mass window centred at mH = 126.8 GeV and con-
taining 90% of the expected signal (the size of this window changes
from category to category and for the inclusive sample). The predicted
numbers of signal events in each of the ggF, VBF, WH, ZH and tt̄H
processes are also given.

Category ND NB NS ggF VBF WH ZH tt̄H
Untagged 14248 13582 350 320 19 7.0 4.2 1.0
Loose high-mass two-jet 41 28 5.0 2.3 2.7 < 0.1 < 0.1 < 0.1
Tight high-mass two-jet 23 13 7.7 1.8 5.9 < 0.1 < 0.1 < 0.1
Low-mass two-jet 19 21 3.1 1.5 < 0.1 0.92 0.54 < 0.1
EmissT significance 8 4 1.2 < 0.1 < 0.1 0.43 0.57 0.14
Lepton 20 12 2.7 < 0.1 < 0.1 1.7 0.41 0.50
All categories (inclusive) 13931 13205 370 330 27 10 5.8 1.7

observed number of events in the main categories, the
estimated background from fits to the data (described in

Section 4.3), and the predicted signal contributions from
the various production processes.
Additional interpretation of these results is presented

in Section 7.

5. The H→ ZZ∗→ 4ℓ channel

Despite the small branching ratio, this channel pro-
vides good sensitivity to Higgs boson studies, e.g. to
the coupling to Z bosons, mainly because of the large
signal-to-background ratio.
Events are required to have two pairs of same-flavour,

opposite-charge, isolated leptons: 4e, 2e2µ, 2µ2e, 4µ
(where final states with two electrons and two muons
are ordered by the flavour of the dilepton pair with mass
closest to the Z-boson mass). The largest background
comes from continuum (Z(∗)/γ∗)(Z(∗)/γ∗) production,
referred to hereafter as ZZ∗. Important contributions
arise also from Z + jets and tt̄ production, where two
of the charged lepton candidates can come from decays
of hadrons with b- or c-quark content, misidentification
of light-quark jets, and photon conversions.
The analysis presented here is largely the same as that

described in Ref. [100] with only minor changes. The
electron identification is tightened in the 8 TeV data to
improve the background rejection for final states with
a pair of electrons forming the lower-mass Z∗ boson.
The mass measurement uses a constrained fit to the Z
mass to improve the resolution. The lepton pairing is
modified to reduce the mis-pairing in the 4µ and 4e fi-
nal states, and the minimum requirement on the mass
of the second Z∗ boson is relaxed. Final-state radiation
(FSR) is included in the reconstruction of the first Z(∗) in
events containing muons. Finally, a classification which
separates Higgs boson candidate events into ggF–like,
VBF–like and VH–like categories is introduced.

5.1. Event selection
The data are selected using single-lepton or dilepton

triggers. The pT threshold of the single-muon trigger is
24 GeV (18 GeV) in 2012 (2011) and the ET threshold
of the single-electron trigger is 24 GeV (20–22 GeV).
The dielectron trigger threshold is ET = 12GeV and
the dimuon trigger threshold is pT = 13GeV (10GeV
in 2011) for both leptons. In addition, an asymmetric
dimuon trigger and electron–muon triggers are used as
described in Ref. [100]. The efficiency for events pass-
ing the offline analysis cuts to be selected by at least one
of the above triggers is between 97% and 100%.
Muon and electron candidates are reconstructed as

described in Section 2. In the region |η| < 0.1, which

7
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Production and Decay of the Standard Model Higgs @ the LHC
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- Gluon-Gluon Fusion dominant production process.
- Vector Boson Fusion (Hqq) ≈ 20% of gg at 120 GeV
- Associated production with W, Z and heavy quarks have

small rate, but can provide trigger independent of H decay
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Gluon fusion: produced with little pT 
Vector boson fusion: hard jets, high pT 
Associated: extra handle from leptons
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Fig. 41: The SM Higgs production cross section at
√
s = 7 TeV.
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Fig. 42: The SM Higgs production cross section at
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s = 14 TeV.
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Fig. 41: The SM Higgs production cross section at
√
s = 7 TeV.
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Fig. 42: The SM Higgs production cross section at
√
s = 14 TeV.

114

 [GeV]HM
100 120 140 160 180 200

Br
an

ch
ing

 ra
tio

s

-310

-210

-110

1
bb

ττ

cc

gg

γγ γZ

WW

ZZ

LH
C 

HI
GG

S 
XS

 W
G 

20
10

Fig. 35: SM Higgs branching ratios as a function of the Higgs-boson mass.
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Fig. 36: SM Higgs total width as a function of the Higgs-boson mass.

82



Kyle Cranmer (NYU)

Center for 
Cosmology and 
Particle Physics

Many decays accessible at 125 GeV 
bb dominates, but is difficult 
γγ small branching ratio, but clean

SM Higgs @ the LHC

7

Production and Decay of the Standard Model Higgs @ the LHC

t, b H

W, Z H

W, Z W, Z

H

t̄, b̄

H

t, b

M. Spira Fortsch. Phys. 46 (1998)

σ(pp→H+X) [pb]

√s = 14 TeV

M
t
 = 175 GeV

CTEQ4M

gg→H

qq→Hqq
qq

_
’→HW

qq
_
→HZ

gg,qq
_
→Htt

_

gg,qq
_
→Hbb

_

M
H

 [GeV]

0 200 400 600 800 1000
10

-4

10
-3

10
-2

10
-1

1

10

10
2

- Gluon-Gluon Fusion dominant production process.
- Vector Boson Fusion (Hqq) ≈ 20% of gg at 120 GeV
- Associated production with W, Z and heavy quarks have

small rate, but can provide trigger independent of H decay

September 26, 2006

University of Rochester Seminar

Higgs Searches at the LHC:

Challenges, Prospects, and Developments (page 10)

Kyle Cranmer

Brookhaven National Laboratory

outin

 [GeV] HM
100 200 300 400 500 1000

 H
+X

) [
pb

]  
  

→
(p

p 
σ

-210

-110

1

10
= 7 TeVs

LH
C

 H
IG

G
S 

XS
 W

G
 2

01
0

 H (NNLO+NNLL QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 WH (NNLO QCD + NLO EW)

→
pp 

 ZH (NNLO QCD +NLO EW)

→
pp 

 ttH (NLO QCD)

→
pp 

Fig. 41: The SM Higgs production cross section at
√
s = 7 TeV.
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Fig. 42: The SM Higgs production cross section at
√
s = 14 TeV.
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Fig. 35: SM Higgs branching ratios as a function of the Higgs-boson mass.
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Fig. 36: SM Higgs total width as a function of the Higgs-boson mass.
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Figure 12: The weighted distribution of the invariant mass of diphoton candidates for the combined

7 TeV and 8 TeV data samples. The weight wi for category i from [1, 14] is defined to be ln(1 + S i/Bi),
where S i is the expected number of signal events in a mass window that contains 90% of the signal

events, and Bi is the integral in the same window of a background-only fit.
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Figure 13: The observed signal strength µ for the 14 categories of the 8 TeV data analysis.
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Table 5: Summary of the impact of systematic uncertainties on the signal yields for the analysis of the

8 TeV data.
Systematic uncertainties Value(%) Constraint

Luminosity ±3.6
Trigger ±0.5

Photon Identification ±2.4 Log-normal

Isolation ±1.0
Photon Energy Scale ±0.25

Branching ratio ±5.9% − ±2.1% (mH = 110 - 150 GeV) Asymmetric
Log-normal

Scale ggF: +7.2−7.8 VBF: +0.2−0.2 WH: +0.2−0.6 Asymmetric

ZH: +1.6−1.5 ttH: +3.8−9.3 Log-normal

PDF+αs ggF: +7.5−6.9 VBF: +2.6−2.7 WH: ±3.5 Asymmetric

ZH: ±3.6 ttH: ±7.8 Log-normal

Theory cross section on ggF Tight high-mass two-jet: ±48 Log-normal

Loose high-mass two-jet: ±28
Low-mass two-jet: ±30
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Figure 9: Decomposition of the expected signal from the various production processes for each category

at mH = 126.5 GeV for
√
s = 8 TeV.
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Number of events is proportional to  
production “signal strength” μ   x   decay Branching Ratio B
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… and decay probability is 
proportional to mass 

(note, H→μμ not observed)

f
Vκ

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

f F
κ

0

0.5

1

1.5

2

2.5
ATLAS andCMS
LHC Run 1
Preliminary

γγ →H 
 ZZ→H 
 WW→H 
 bb→H 
ττ →H 

Combined

SM 68% CL
Best fit 95% CL

Now we have direct evidence 
the Higgs decays to fermions  

see talk by Daniela Rebuzzi
ATLAS-CONF-2015-044
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MSUGRA/CMSSM 0 2-6 jets Yes 20.3 m(q̃)=m(g̃) 1405.78751.7 TeVq̃, g̃

MSUGRA/CMSSM 1 e, µ 3-6 jets Yes 20.3 any m(q̃) ATLAS-CONF-2013-0621.2 TeVg̃

MSUGRA/CMSSM 0 7-10 jets Yes 20.3 any m(q̃) 1308.18411.1 TeVg̃

q̃q̃, q̃→qχ̃
0
1 0 2-6 jets Yes 20.3 m(χ̃

0
1)=0 GeV, m(1st gen. q̃)=m(2nd gen. q̃) 1405.7875850 GeVq̃

g̃g̃, g̃→qq̄χ̃
0
1 0 2-6 jets Yes 20.3 m(χ̃

0
1)=0 GeV 1405.78751.33 TeVg̃

g̃g̃, g̃→qqχ̃
±
1→qqW±χ̃

0
1

1 e, µ 3-6 jets Yes 20.3 m(χ̃
0
1)<200 GeV, m(χ̃

±
)=0.5(m(χ̃

0
1)+m(g̃)) ATLAS-CONF-2013-0621.18 TeVg̃

g̃g̃, g̃→qq(ℓℓ/ℓν/νν)χ̃
0
1

2 e, µ 0-3 jets - 20.3 m(χ̃
0
1)=0 GeV ATLAS-CONF-2013-0891.12 TeVg̃

GMSB (ℓ̃ NLSP) 2 e, µ 2-4 jets Yes 4.7 tanβ<15 1208.46881.24 TeVg̃

GMSB (ℓ̃ NLSP) 1-2 τ + 0-1 ℓ 0-2 jets Yes 20.3 tanβ >20 1407.06031.6 TeVg̃

GGM (bino NLSP) 2 γ - Yes 20.3 m(χ̃
0
1)>50 GeV ATLAS-CONF-2014-0011.28 TeVg̃

GGM (wino NLSP) 1 e, µ + γ - Yes 4.8 m(χ̃
0
1)>50 GeV ATLAS-CONF-2012-144619 GeVg̃

GGM (higgsino-bino NLSP) γ 1 b Yes 4.8 m(χ̃
0
1)>220 GeV 1211.1167900 GeVg̃

GGM (higgsino NLSP) 2 e, µ (Z) 0-3 jets Yes 5.8 m(NLSP)>200 GeV ATLAS-CONF-2012-152690 GeVg̃

Gravitino LSP 0 mono-jet Yes 10.5 m(G̃)>10−4 eV ATLAS-CONF-2012-147645 GeVF1/2 scale

g̃→bb̄χ̃
0
1 0 3 b Yes 20.1 m(χ̃

0
1)<400 GeV 1407.06001.25 TeVg̃

g̃→tt̄χ̃
0
1 0 7-10 jets Yes 20.3 m(χ̃

0
1) <350 GeV 1308.18411.1 TeVg̃

g̃→tt̄χ̃
0
1

0-1 e, µ 3 b Yes 20.1 m(χ̃
0
1)<400 GeV 1407.06001.34 TeVg̃

g̃→bt̄χ̃
+

1 0-1 e, µ 3 b Yes 20.1 m(χ̃
0
1)<300 GeV 1407.06001.3 TeVg̃

b̃1b̃1, b̃1→bχ̃
0
1 0 2 b Yes 20.1 m(χ̃

0
1)<90 GeV 1308.2631100-620 GeVb̃1

b̃1b̃1, b̃1→tχ̃
±
1 2 e, µ (SS) 0-3 b Yes 20.3 m(χ̃

±
1 )=2 m(χ̃

0
1) 1404.2500275-440 GeVb̃1

t̃1 t̃1(light), t̃1→bχ̃
±
1 1-2 e, µ 1-2 b Yes 4.7 m(χ̃

0
1)=55 GeV 1208.4305, 1209.2102110-167 GeVt̃1

t̃1 t̃1(light), t̃1→Wbχ̃
0
1

2 e, µ 0-2 jets Yes 20.3 m(χ̃
0
1) =m(t̃1)-m(W)-50 GeV, m(t̃1)<<m(χ̃

±
1 ) 1403.4853130-210 GeVt̃1

t̃1 t̃1(medium), t̃1→tχ̃
0
1

2 e, µ 2 jets Yes 20.3 m(χ̃
0
1)=1 GeV 1403.4853215-530 GeVt̃1

t̃1 t̃1(medium), t̃1→bχ̃
±
1 0 2 b Yes 20.1 m(χ̃

0
1)<200 GeV, m(χ̃

±
1 )-m(χ̃

0
1)=5 GeV 1308.2631150-580 GeVt̃1

t̃1 t̃1(heavy), t̃1→tχ̃
0
1

1 e, µ 1 b Yes 20 m(χ̃
0
1)=0 GeV 1407.0583210-640 GeVt̃1

t̃1 t̃1(heavy), t̃1→tχ̃
0
1 0 2 b Yes 20.1 m(χ̃

0
1)=0 GeV 1406.1122260-640 GeVt̃1

t̃1 t̃1, t̃1→cχ̃
0
1 0 mono-jet/c-tag Yes 20.3 m(t̃1)-m(χ̃

0
1 )<85 GeV 1407.060890-240 GeVt̃1

t̃1 t̃1(natural GMSB) 2 e, µ (Z) 1 b Yes 20.3 m(χ̃
0
1)>150 GeV 1403.5222150-580 GeVt̃1

t̃2 t̃2, t̃2→t̃1 + Z 3 e, µ (Z) 1 b Yes 20.3 m(χ̃
0
1)<200 GeV 1403.5222290-600 GeVt̃2

ℓ̃L,R ℓ̃L,R, ℓ̃→ℓχ̃
0
1

2 e, µ 0 Yes 20.3 m(χ̃
0
1)=0 GeV 1403.529490-325 GeVℓ̃

χ̃+
1
χ̃−
1 , χ̃

+

1→ℓ̃ν(ℓν̃) 2 e, µ 0 Yes 20.3 m(χ̃
0
1)=0 GeV, m(ℓ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) 1403.5294140-465 GeVχ̃±

1

χ̃+
1
χ̃−
1 , χ̃

+

1→τ̃ν(τν̃) 2 τ - Yes 20.3 m(χ̃
0
1)=0 GeV, m(τ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) 1407.0350100-350 GeVχ̃±

1

χ̃±
1
χ̃0
2→ℓ̃Lνℓ̃Lℓ(ν̃ν), ℓν̃ℓ̃Lℓ(ν̃ν) 3 e, µ 0 Yes 20.3 m(χ̃

±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, m(ℓ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) 1402.7029700 GeVχ̃±

1 ,
χ̃0
2

χ̃±
1
χ̃0
2→Wχ̃

0
1Zχ̃

0
1

2-3 e, µ 0 Yes 20.3 m(χ̃
±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, sleptons decoupled 1403.5294, 1402.7029420 GeVχ̃±

1 , χ̃
0

2

χ̃±
1
χ̃0
2→Wχ̃

0
1h χ̃

0
1

1 e, µ 2 b Yes 20.3 m(χ̃
±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, sleptons decoupled ATLAS-CONF-2013-093285 GeVχ̃±

1 ,
χ̃0
2

χ̃0
2
χ̃0
3, χ̃

0
2,3 →ℓ̃Rℓ 4 e, µ 0 Yes 20.3 m(χ̃

0
2)=m(χ̃

0
3), m(χ̃

0
1)=0, m(ℓ̃, ν̃)=0.5(m(χ̃

0
2)+m(χ̃

0
1)) 1405.5086620 GeVχ̃0

2,3

Direct χ̃
+

1
χ̃−
1 prod., long-lived χ̃

±
1 Disapp. trk 1 jet Yes 20.3 m(χ̃

±
1 )-m(χ̃

0
1)=160 MeV, τ(χ̃

±
1 )=0.2 ns ATLAS-CONF-2013-069270 GeVχ̃±

1

Stable, stopped g̃ R-hadron 0 1-5 jets Yes 27.9 m(χ̃
0
1)=100 GeV, 10 µs<τ(g̃)<1000 s 1310.6584832 GeVg̃

GMSB, stable τ̃, χ̃
0
1→τ̃(ẽ, µ̃)+τ(e, µ) 1-2 µ - - 15.9 10<tanβ<50 ATLAS-CONF-2013-058475 GeVχ̃0

1

GMSB, χ̃
0
1→γG̃, long-lived χ̃

0
1

2 γ - Yes 4.7 0.4<τ(χ̃
0
1)<2 ns 1304.6310230 GeVχ̃0

1

q̃q̃, χ̃
0
1→qqµ (RPV) 1 µ, displ. vtx - - 20.3 1.5 <cτ<156 mm, BR(µ)=1, m(χ̃

0
1)=108 GeV ATLAS-CONF-2013-0921.0 TeVq̃

LFV pp→ν̃τ + X, ν̃τ→e + µ 2 e, µ - - 4.6 λ′311=0.10, λ132=0.05 1212.12721.61 TeVν̃τ
LFV pp→ν̃τ + X, ν̃τ→e(µ) + τ 1 e, µ + τ - - 4.6 λ′

311
=0.10, λ1(2)33=0.05 1212.12721.1 TeVν̃τ

Bilinear RPV CMSSM 2 e, µ (SS) 0-3 b Yes 20.3 m(q̃)=m(g̃), cτLS P<1 mm 1404.25001.35 TeVq̃, g̃

χ̃+
1
χ̃−
1 , χ̃

+

1→Wχ̃
0
1, χ̃

0
1→eeν̃µ, eµν̃e 4 e, µ - Yes 20.3 m(χ̃

0
1)>0.2×m(χ̃

±
1 ), λ121!0 1405.5086750 GeVχ̃±

1

χ̃+
1
χ̃−
1 , χ̃

+

1→Wχ̃
0
1, χ̃

0
1→ττν̃e, eτν̃τ 3 e, µ + τ - Yes 20.3 m(χ̃

0
1)>0.2×m(χ̃

±
1 ), λ133!0 1405.5086450 GeVχ̃±

1

g̃→qqq 0 6-7 jets - 20.3 BR(t)=BR(b)=BR(c)=0% ATLAS-CONF-2013-091916 GeVg̃

g̃→t̃1t, t̃1→bs 2 e, µ (SS) 0-3 b Yes 20.3 1404.250850 GeVg̃

Scalar gluon pair, sgluon→qq̄ 0 4 jets - 4.6 incl. limit from 1110.2693 1210.4826100-287 GeVsgluon

Scalar gluon pair, sgluon→tt̄ 2 e, µ (SS) 2 b Yes 14.3 ATLAS-CONF-2013-051350-800 GeVsgluon

WIMP interaction (D5, Dirac χ) 0 mono-jet Yes 10.5 m(χ)<80 GeV, limit of<687 GeV for D8 ATLAS-CONF-2012-147704 GeVM* scale

Mass scale [TeV]10−1 1
√
s = 7 TeV
full data

√
s = 8 TeV

partial data

√
s = 8 TeV
full data

ATLAS SUSY Searches* - 95% CL Lower Limits
Status: ICHEP 2014

ATLAS Preliminary
√
s = 7, 8 TeV

*Only a selection of the available mass limits on new states or phenomena is shown. All limits quoted are observed minus 1σ theoretical signal cross section uncertainty.
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ADD GKK + g/q − 1-2 j Yes 4.7 n = 2 1210.44914.37 TeVMD

ADD non-resonant ℓℓ 2e,µ − − 20.3 n = 3 HLZ ATLAS-CONF-2014-0305.2 TeVMS

ADD QBH→ ℓq 1 e,µ 1 j − 20.3 n = 6 1311.20065.2 TeVMth

ADD QBH − 2 j − 20.3 n = 6 to be submitted to PRD5.82 TeVMth

ADD BH high Ntrk 2 µ (SS) − − 20.3 n = 6, MD = 1.5 TeV, non-rot BH 1308.40755.7 TeVMth

ADD BH high ∑ pT ≥ 1 e, µ ≥ 2 j − 20.3 n = 6, MD = 1.5 TeV, non-rot BH 1405.42546.2 TeVMth

RS1 GKK → ℓℓ 2 e,µ − − 20.3 k/MPl = 0.1 1405.41232.68 TeVGKK mass
RS1 GKK →WW → ℓνℓν 2 e,µ − Yes 4.7 k/MPl = 0.1 1208.28801.23 TeVGKK mass
Bulk RS GKK → ZZ → ℓℓqq 2 e,µ 2 j / 1 J − 20.3 k/MPl = 1.0 ATLAS-CONF-2014-039730 GeVGKK mass
Bulk RS GKK → HH → bb̄bb̄ − 4 b − 19.5 k/MPl = 1.0 ATLAS-CONF-2014-005590-710 GeVGKK mass
Bulk RS gKK → tt 1 e,µ ≥ 1 b, ≥ 1J/2j Yes 14.3 BR = 0.925 ATLAS-CONF-2013-0522.0 TeVgKK mass

S1/Z2 ED 2 e,µ − − 5.0 1209.25354.71 TeVMKK ≈ R−1

UED 2 γ − Yes 4.8 ATLAS-CONF-2012-0721.41 TeVCompact. scale R−1

SSM Z ′ → ℓℓ 2 e,µ − − 20.3 1405.41232.9 TeVZ′ mass
SSM Z ′ → ττ 2 τ − − 19.5 ATLAS-CONF-2013-0661.9 TeVZ′ mass
SSM W ′ → ℓν 1 e,µ − Yes 20.3 ATLAS-CONF-2014-0173.28 TeVW′ mass
EGM W ′ →WZ → ℓν ℓ′ℓ′ 3 e,µ − Yes 20.3 1406.44561.52 TeVW′ mass
EGM W ′ →WZ → qqℓℓ 2 e,µ 2 j / 1 J − 20.3 ATLAS-CONF-2014-0391.59 TeVW′ mass
LRSM W ′

R → tb 1 e,µ 2 b, 0-1 j Yes 14.3 ATLAS-CONF-2013-0501.84 TeVW′ mass
LRSM W ′

R → tb 0 e,µ ≥ 1 b, 1 J − 20.3 to be submitted to EPJC1.77 TeVW′ mass

CI qqqq − 2 j − 4.8 η = +1 1210.17187.6 TeVΛ

CI qqℓℓ 2 e,µ − − 20.3 ηLL = −1 ATLAS-CONF-2014-03021.6 TeVΛ

CI uutt 2 e,µ (SS) ≥ 1 b, ≥ 1 j Yes 14.3 |C | = 1 ATLAS-CONF-2013-0513.3 TeVΛ

EFT D5 operator (Dirac) 0 e,µ 1-2 j Yes 10.5 at 90% CL for m(χ) < 80 GeV ATLAS-CONF-2012-147731 GeVM∗

EFT D9 operator (Dirac) 0 e,µ 1 J, ≤ 1 j Yes 20.3 at 90% CL for m(χ) < 100 GeV 1309.40172.4 TeVM∗

Scalar LQ 1st gen 2 e ≥ 2 j − 1.0 β = 1 1112.4828660 GeVLQ mass
Scalar LQ 2nd gen 2 µ ≥ 2 j − 1.0 β = 1 1203.3172685 GeVLQ mass
Scalar LQ 3rd gen 1 e, µ, 1 τ 1 b, 1 j − 4.7 β = 1 1303.0526534 GeVLQ mass

Vector-like quark TT → Ht + X 1 e,µ ≥ 2 b, ≥ 4 j Yes 14.3 T in (T,B) doublet ATLAS-CONF-2013-018790 GeVT mass
Vector-like quark TT →Wb + X 1 e,µ ≥ 1 b, ≥ 3 j Yes 14.3 isospin singlet ATLAS-CONF-2013-060670 GeVT mass
Vector-like quark TT → Zt + X 2/≥3 e, µ ≥2/≥1 b − 20.3 T in (T,B) doublet ATLAS-CONF-2014-036735 GeVT mass
Vector-like quark BB → Zb + X 2/≥3 e, µ ≥2/≥1 b − 20.3 B in (B,Y) doublet ATLAS-CONF-2014-036755 GeVB mass
Vector-like quark BB →Wt + X 2 e,µ (SS) ≥ 1 b, ≥ 1 j Yes 14.3 B in (T,B) doublet ATLAS-CONF-2013-051720 GeVB mass

Excited quark q∗ → qγ 1 γ 1 j − 20.3 only u∗ and d ∗, Λ = m(q∗) 1309.32303.5 TeVq∗ mass
Excited quark q∗ → qg − 2 j − 20.3 only u∗ and d ∗, Λ = m(q∗) to be submitted to PRD4.09 TeVq∗ mass
Excited quark b∗ →Wt 1 or 2 e,µ 1 b, 2 j or 1 j Yes 4.7 left-handed coupling 1301.1583870 GeVb∗ mass
Excited lepton ℓ∗ → ℓγ 2 e, µ, 1 γ − − 13.0 Λ = 2.2 TeV 1308.13642.2 TeVℓ∗ mass

LSTC aT →W γ 1 e, µ, 1 γ − Yes 20.3 to be submitted to PLB960 GeVaT mass
LRSM Majorana ν 2 e,µ 2 j − 2.1 m(WR ) = 2 TeV, no mixing 1203.54201.5 TeVN0 mass
Type III Seesaw 2 e,µ − − 5.8 |Ve |=0.055, |Vµ |=0.063, |Vτ |=0 ATLAS-CONF-2013-019245 GeVN± mass
Higgs triplet H±± → ℓℓ 2 e,µ (SS) − − 4.7 DY production, BR(H±± → ℓℓ)=1 1210.5070409 GeVH±± mass
Multi-charged particles − − − 4.4 DY production, |q| = 4e 1301.5272490 GeVmulti-charged particle mass
Magnetic monopoles − − − 2.0 DY production, |g | = 1gD 1207.6411862 GeVmonopole mass

Mass scale [TeV]10−1 1 10
√
s = 7 TeV

√
s = 8 TeV

ATLAS Exotics Searches* - 95% CL Exclusion
Status: ICHEP 2014

ATLAS Preliminary∫
L dt = (1.0 - 20.3) fb−1

√
s = 7, 8 TeV

*Only a selection of the available mass limits on new states or phenomena is shown.

but what have you 
done for me lately?



P M S S M  S C A N

•Massive scan of 19-parameter phenomenological MSSM 
based on 22 ATLAS SUSY Searches
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S E A R C H I N G  F O R  D A R K  M AT T E R

•“mono-X” searches look for some particle X and large 
missing transverse momentum from escaping dark matter χ

15

- mono-everything (...anything)

Beyond Mono-Jet

42

- Trade background rejection for model dependence.
- Even here typically largest backgrounds irreducible Z→νν production.

VBF + MeT:

mono-γ: mono-b:  (mono-t)

mono-W/Z/h/γ:

χ

χV

V

χ

χ

b

b

χ

χ

V

V

χ

χ

γ

Search for signal in tail of missing ET distribution.

Mono-Jet Search

38

χ

χ

qg

qχ

χ

qg

q

Z̀

Workhorse Analysis.
  - Constrain WIMP models over broad mass range.   
  - Sensitivity to many other BSM models.

Dark Matter produced new mediator or other new physics process. 
  - WIMPs escape detection, detect transverse boost of recoil system
  - Infer presence of Dark Matter from PT imbalance.

CMS PAS EXO-12-055
arXiv:1502.01518

mono-jet:



H I G G S +  D A R K  M AT T E R  ( “ M O N O - H I G G S ” )

•Extends “mono-X” program to Higgs 

•Simple cuts: 

•model independent limit on BSM Higgs+ET
miss production 

•A set of EFT models are considered in which the effective 
operator  Lagrangian term can be written as 

•In addition, simplified models with heavy mediator

16

Search for Dark Matter in Events with Missing Transverse Momentum and a Higgs
Boson Decaying to Two Photons in pp Collisions at

p
s = 8 TeV with the ATLAS

Detector

ATLAS Collaboration
(Dated: June 4, 2015)

Results of a search for new phenomena in events with large missing transverse momentum and
a Higgs boson decaying to two photons are reported. Data from proton–proton collisions at a
center-of-mass energy of 8 TeV and corresponding to an integrated luminosity of 20.3 fb�1 have
been collected with the ATLAS detector at the LHC. The observed data are well described by
the expected Standard Model backgrounds. Upper limits on the cross section of events with large
missing transverse momentum and a Higgs boson candidate are also placed. Exclusion limits are
presented for models of physics beyond the Standard Model featuring dark-matter candidates.

PACS numbers: 14.80.Bn

Although the existence of dark matter (DM) is well
established, nearly nothing is known of its underlying
particle nature [1]. Many DM candidates have been pro-
posed, and attempts made to connect them to physics
beyond the Standard Model (SM) at the scale of elec-
troweak symmetry breaking [2] that would naturally ac-
commodate the observed relic density [3].

Collider searches for weakly interacting dark matter
rely on the inferred observation of missing transverse mo-
mentum [4] Emiss

T

recoiling against a visible final-state
object X, which may be a hadronic jet [5, 6], photon
(�) [7, 8], or W/Z boson [9–11]. The discovery of a Higgs
boson [12, 13] (H) creates a new opportunity to search for
beyond-the-SM (BSM) physics giving rise to H + Emiss

T

signatures [14]. In contrast to the aforementioned probes,
the visible H boson is unlikely to be radiated from an
initial-state quark or gluon. This has the important con-
sequence that the H+Emiss

T

signature directly probes the
structure of the e↵ective DM–SM coupling; see Fig. 1.

If the mass of the DM particle is less than half of the
Higgs boson mass mH , the Higgs boson may decay di-
rectly to DM. Such decays have been searched for us-
ing LHC data, and null results provide powerful con-
straints on the invisible branching ratio of the Higgs bo-
son in several di↵erent production modes including WH
or ZH [11, 15, 16], and qqH [17, 18]. However, the mass
of the DM particle may be larger than mH/2, in which
case these searches are not sensitive, and approaches such
as analysis of H + Emiss

T

events are required.

Two approaches are commonly used to model generic
processes yielding a final state with a particle X recoiling
against a system of noninteracting particles. One option
is to use nonrenormalizable operators in an e↵ective field
theory (EFT), which is agnostic about the details of the
theory at energies beyond the experimental sensitivity.
Alternatively, simplified models that explicitly include
the particles at higher masses can be used. The EFT ap-
proach is more model-independent, but is not valid when

H

�

�

q, g

q, g

H, Z, �,
Z �, S, ...

FIG. 1: Schematic diagram for production of DM particles �
in association with a Higgs boson in pp collisions, mediated by
electroweak bosons (H,Z, �) or new mediator particles such
as a Z0 or scalar singlet S. The gray circle denotes an e↵ective
interaction between DM, the Higgs boson, and other states.

the typical momentum transfer approaches the scale of
the high-mass particles that have been integrated out.
Simplified models do not su↵er from these concerns, but
include more assumptions by design and are therefore
less generic. The two approaches are thus complemen-
tary and both are considered here.

In this Letter, results are reported from a search for
H +Emiss

T

events in data collected by the ATLAS detec-
tor from pp collisions with center-of-mass energy

p
s =

8 TeV and corresponding to an integrated luminosity
of 20.3 fb�1, produced by the Large Hadron Collider.
The H ! �� decay mode is used exclusively, as the
small branching ratio is mitigated by the distinct dipho-
ton resonance signature and the low expected number
of background events with significant Emiss

T

[14]. AT-
LAS measured previously the di↵erential cross section of
H ! �� production with respect to several kinematic
quantities [19], including Emiss

T

; the search reported here
uses a subset of those data optimized for sensitivity to
production of dark matter in association with a Higgs
boson.

The ATLAS detector [20] is a multipurpose particle
physics experiment with a forward-backward symmetric
cylindrical geometry and nearly 4⇡ coverage in solid an-
gle. Events were selected using a trigger that requires two

3
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FIG. 2: Distribution of the diphoton invariant mass m�� .
An unbinned maximum-likelihood fit to the spectrum is used
to estimate the number of events from the continuum back-
ground and from H ! �� decays; the individual components
are shown as well as their sum.

To distinguish contributions from processes that in-
clude H ! �� decays from those that contribute to the
continuum background, a localized excess of events is
searched for in the m�� spectrum near the Higgs boson
mass, mH = 125.4 GeV. Probability distribution func-
tions that describe the H ! �� resonance or the contin-
uum background are defined in the range 105–160 GeV as
described below. The contributions from each source are
then estimated using an unbinned maximum-likelihood
fit to the observed m�� spectrum.

The m�� spectra of the signal models of H+DM pro-
duction and SM Higgs boson background processes are
modeled with a double-sided Crystal Ball [37] function;
the width and peak positions are fixed to values extracted
from fits to simulated samples. An exponential function,
eam�� with free parameter a is used to describe the m��

distribution of the continuum background. The chosen
continuum fit function is validated using simulated sam-
ples of the irreducible background processes and in three
data samples adjacent to the signal region, but with re-
laxed requirements on Emiss

T

, on p��
T

, or on photon iden-
tification. Results of the fit to data in the signal region
are shown in Fig. 2.

Systematic uncertainties from various sources a↵ect
the number of SM Higgs boson events in the resonant
background, the predicted shape and location of its peak,
as well as the e�ciency of the selection for the signal
models considered.

The uncertainty on the integrated luminosity, 2.8%, is
derived following the same methodology as that detailed
in Ref. [38] using beam-separation scans. Uncertainties
on the e�ciency of the photon isolation requirement, pho-
ton identification requirement, and trigger selection are
measured in an inclusive SM Higgs boson sample to be
2.8%, 2.1%, and 0.2%, respectively. Uncertainties in the
photon energy scale and resolution lead to respective un-

certainties of 11% and 0.3% in the position and width of
the H ! �� peak. Additional uncertainties on the jet
energy scale and resolution as well as the calibration of
unclustered hadronic recoil energy contribute to uncer-
tainty in the Emiss

T

, leading to 1.2% uncertainty from the
Emiss

T

and p��
T

requirements. The impacts on the selec-
tion e�ciency of the uncertainties on the levels of initial-
state and final-state radiation are assessed by varying the
Pythia8 parameters, as in Ref. [10]; these are found to
be typically at the level of 1%. The total uncertainty on
the selection e�ciency for peaking SM Higgs backgrounds
and signal models is 4.0%.
The theoretical uncertainties on the WH and ZH pro-

duction cross sections come from varying the renormal-
ization and factorization scales and from uncertainties
on the parton distribution functions [30, 39–41]. The
Higgs boson decay branching fractions are taken from
Refs. [42, 43] and their uncertainties from Refs. [44, 45].
The total theoretical uncertainty on the H + Emiss

T

con-
tribution is 6%.
The number of events observed in the data corre-

sponds to a 1.4 � deviation using the asymptotic for-
mulae in Ref. [46]. As the events observed these data
do not include a statistically significant BSM compo-
nent, the results are interpreted in terms of exclusions
on models that would produce an excess of H + Emiss

T

events. Upper bounds, detailed below, are calculated
using a one-sided profile likelihood ratio and the CLS

technique [47, 48], evaluated using the asymptotic ap-
proximation [46], which was ensured to be valid for the
available number of events.
The most model-independent limits are those on the

fiducial cross section of H + Emiss

T

events, including SM
and BSM components, �⇥A, where � is the cross section
and A is the fiducial acceptance. The latter is defined
using a selection identical to that defining the signal re-
gion but applied at particle level, where Emiss

T

is the vec-
tor sum of the momenta of the noninteracting particles,
photon isolation requirements are not applied, and a sim-
pler requirement on photon pseudorapidity |⌘| < 2.37 is
made. The limit on � ⇥ A is derived from a limit on the
visible cross section �⇥A⇥✏, where ✏ is the reconstruction
e�ciency in the fiducial region. An estimate ✏ = 56% is
computed using the simulated signal samples described
above with no quark or gluon produced from the main
interaction vertex; the e�ciencies vary across the set of
models by less than 10%. The observed (expected) up-
per limit on the fiducial cross section is 0.70 (0.43) fb at
95% confidence level (CL). These limits are applicable to
any model that predicts H +Emiss

T

events in the fiducial
region and has similar reconstruction e�ciency ✏.

Limits on specific models of BSM H + Emiss

T

produc-
tion depend on the prediction of theH+Emiss

T

component
produced via ZH or WH; calculations of this theoreti-
cal quantity will improve with time and may depend on
the details of a specific BSM theory. Following the pro-
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the fiducial cross section for production of a BSM H+DM
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contribution of the SM component. The solid blue likelihood
curve shows that the number of events observed in the data
corresponds to a 1.4 � deviation using the asymptotic for-
mulae in Ref. [46]. The dotted green likelihood curve only
includes statistical uncertainties. The dashed red likelihood
curve allows for modifications of the central value and uncer-
tainty on the SM component as described in the text.

posal of Ref. [49], the profile likelihood ratio of the cross
section for BSM H+DM production in the �� + Emiss

T

channel is provided with the SM component fixed to
the central value of the theoretical calculation, which al-
lows later reinterpretation for any modified prediction
and uncertainty, as shown in Fig. 3. This approach re-
quires knowing how a change in the SM-like component
modifies the best-fit BSM component; in this case where
the SM-like and BSM components are indistinguishable,
�N

BSM

= ��N
SM-like

. The limits on the parameters
of the specific BSM models considered in this Letter are
calculated using the prediction and uncertainty for the
SM component as described above.

Limits on DM production are derived from the cross-
section limits at a given DM mass m�, and expressed
as 95% CL limits on the suppression scale ⇤ or coupling
parameter � for the e↵ective field theory operators; see
Fig. 4 for limits for �†@µ�H†DµH and �̄�µ�Bµ⌫H

†D⌫H
operators. For the lowest m� region not excluded by
results from searches for invisible Higgs boson decays
near m� = mH/2, values of ⇤ up to 6, 60, and 150
GeV are excluded for the �̄i�
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�|H|2, �†@µ�H†DµH,
and �̄�µ�Bµ⌫H

†D⌫H operators, respectively; values of
� above 25.6 are excluded for the |�|2|H|2 operator. As
discussed above, the e↵ective field theory model becomes
a poor approximation of an ultraviolet-complete model
containing a heavy mediator V when the momentum
transferred in the interaction, Q

tr

, is comparable to the
mass of the intermediate state mV = ⇤

p
gqg� [53, 54],

where gq and g� represent the coupling of V to SM and
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FIG. 4: Limits at 95% CL on the mass scale ⇤ as a function of
the DMmass (m�) for two of the four EFT models considered.
Solid black lines are due to H + Emiss

T (this Letter); results
where EFT truncation is applied are also shown, assuming
coupling values g =

p
gqg� = 1, 4⇡. The g = 4⇡ case overlaps

with the no-truncation result. The blue line indicates regions
that fail the perturbativity requirement of g < 4⇡, the red
line indicates regions excluded by Z boson limits [50] on the
invisible branching fraction (BF), and the pink line indicates
regions excluded by the LUX Collaboration [51].

DM particles, respectively. To give an indication of the
impact of the unknown ultraviolet details of the theory,
limits are computed in which only simulated events with
Q

tr

= m�� < mV are retained; these limits are shown
for values of

p
gqg� = 1 or 4⇡ in Fig. 4. This proce-

dure is referred to as truncation. In addition, limits are
derived on coupling parameters for simplified models as
shown in Fig. 5. For a vector-mediated model, limits
are placed on the coupling gq of the mediator to quarks,
assuming maximal coupling g� to dark matter. For the
scalar-mediated model, limits are placed on the param-
eter  ⇥ sin(✓

mix

), where sin(✓
mix

) is the mixing angle
between the scalar S boson and the Higgs boson, and 
is a scaling constant; however, current calculations [14]
of the gg ! HS production mode may be overestimated
due to approximations made in evaluating the top-quark
loop.
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In conclusion, a search for DM produced in association
with a Higgs boson decaying to two photons has been
conducted. Prior to these results, no bounds have been
placed by collider experiments on the H+DM models
discussed here. In addition, upper limits are placed on
the cross section of events with large missing transverse
momentum and a Higgs boson.
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tainty on the SM component as described in the text.

posal of Ref. [49], the profile likelihood ratio of the cross
section for BSM H+DM production in the �� + Emiss

T

channel is provided with the SM component fixed to
the central value of the theoretical calculation, which al-
lows later reinterpretation for any modified prediction
and uncertainty, as shown in Fig. 3. This approach re-
quires knowing how a change in the SM-like component
modifies the best-fit BSM component; in this case where
the SM-like and BSM components are indistinguishable,
�N

BSM

= ��N
SM-like

. The limits on the parameters
of the specific BSM models considered in this Letter are
calculated using the prediction and uncertainty for the
SM component as described above.

Limits on DM production are derived from the cross-
section limits at a given DM mass m�, and expressed
as 95% CL limits on the suppression scale ⇤ or coupling
parameter � for the e↵ective field theory operators; see
Fig. 4 for limits for �†@µ�H†DµH and �̄�µ�Bµ⌫H

†D⌫H
operators. For the lowest m� region not excluded by
results from searches for invisible Higgs boson decays
near m� = mH/2, values of ⇤ up to 6, 60, and 150
GeV are excluded for the �̄i�
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†D⌫H operators, respectively; values of
� above 25.6 are excluded for the |�|2|H|2 operator. As
discussed above, the e↵ective field theory model becomes
a poor approximation of an ultraviolet-complete model
containing a heavy mediator V when the momentum
transferred in the interaction, Q
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, is comparable to the
mass of the intermediate state mV = ⇤

p
gqg� [53, 54],

where gq and g� represent the coupling of V to SM and
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the DMmass (m�) for two of the four EFT models considered.
Solid black lines are due to H + Emiss

T (this Letter); results
where EFT truncation is applied are also shown, assuming
coupling values g =

p
gqg� = 1, 4⇡. The g = 4⇡ case overlaps

with the no-truncation result. The blue line indicates regions
that fail the perturbativity requirement of g < 4⇡, the red
line indicates regions excluded by Z boson limits [50] on the
invisible branching fraction (BF), and the pink line indicates
regions excluded by the LUX Collaboration [51].

DM particles, respectively. To give an indication of the
impact of the unknown ultraviolet details of the theory,
limits are computed in which only simulated events with
Q

tr

= m�� < mV are retained; these limits are shown
for values of

p
gqg� = 1 or 4⇡ in Fig. 4. This proce-

dure is referred to as truncation. In addition, limits are
derived on coupling parameters for simplified models as
shown in Fig. 5. For a vector-mediated model, limits
are placed on the coupling gq of the mediator to quarks,
assuming maximal coupling g� to dark matter. For the
scalar-mediated model, limits are placed on the param-
eter  ⇥ sin(✓

mix

), where sin(✓
mix

) is the mixing angle
between the scalar S boson and the Higgs boson, and 
is a scaling constant; however, current calculations [14]
of the gg ! HS production mode may be overestimated
due to approximations made in evaluating the top-quark
loop.
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mγγ ∈ [105,160] , ETmiss > 90,  pγγ > 90 GeV 

2

photons, with leading (subleading) E
T

> 35 (25) GeV.
A photon is reconstructed as a cluster of energy with

|⌘| < 2.37 deposited in the electromagnetic calorimeter,
excluding the poorly instrumented region ⌘ 2 [1.37, 1.56].
Clusters without matching tracks are classified as uncon-
verted photon candidates. The photon energy is cor-
rected by applying an energy calibration derived from
Z ! e+e� decays in data and cross-checked with J/ !
e+e� and Z ! ``� decays in data [21]. Identification
requirements are applied in order to reduce the contam-
ination dominantly from ⇡0 or other neutral hadrons
decaying to two photons. The photon identification is
based on the profile of the energy deposit in the first and
second layers of the electromagnetic calorimeter. Pho-
tons have to satisfy the ‘tight’ identification criteria of
Ref. [22]. They are also required to be isolated, i.e.
the energy in the calorimeters in a cone of size �R =p

(�⌘)2 + (��)2 = 0.4 around the cluster barycenter,
excluding the energy associated with the photon cluster,
is required to be less than 6 GeV. This in-cone energy
is corrected for the leakage of the photon energy and
for the e↵ects of multiple pp interactions in the same or
neighboring bunch crossings superimposed on the hard
physics process (referred to as pileup interactions) [23].
Finally, for each photon the scalar sum of the transverse
momenta p

T

of tracks originating from the diphoton ver-
tex with p

T

> 1 GeV and �R(track,cluster) < 0.2 must
be less than 2.6 GeV. The diphoton production vertex is
selected from the reconstructed collision vertices using a
neural-network algorithm as described in Ref. [22].

The momentum imbalance in the transverse plane is
obtained from the negative vector sum of the recon-
structed and calibrated electrons, muons, photons and
jets and is referred to as missing transverse momen-
tum Emiss

T

. The symbol Emiss

T

is used for its magni-
tude. Calorimeter energy deposits are associated with
a reconstructed and identified high-p

T

object in a spe-
cific order: photons with p

T

> 10 GeV, electrons with
p
T

> 10 GeV, and jets with p
T

> 20 GeV. Deposits not
associated with any such objects are also taken into ac-
count in the Emiss

T

calculation [24] using an energy-flow
algorithm that considers calorimeter energy deposits as
well as ID tracks [25]. The energy resolution is typically
11% near the threshold at 100 GeV for the considered
signal scenarios.

Quality requirements are applied to photon candidates
in order to reject those arising from instrumental prob-
lems. In addition, quality requirements are applied in
order to remove jets arising from detector noise or out-
of-time energy deposits in the calorimeter from cosmic
rays or other noncollision processes [26].

Selected events are required to have a Higgs boson can-
didate consisting of two photons with diphoton invariant
mass m�� 2 [105, 160] GeV with transverse momenta
satisfying leading (subleading) p�

T

> 0.35(0.25)m�� . In
addition, large missing transverse momentum is required,

Emiss

T

> 90 GeV, as well as large transverse momentum of
the �� system, p��

T

> 90 GeV in order to suppress back-
ground events where Emiss

T

is caused by mismeasurement
of the energies of identified physics objects. These se-
lection requirements were derived by optimizing the ex-
pected upper limits on H +Emiss

T

production for the set
of models described below.
Contributions to the �� +Emiss

T

sample from SM pro-
cesses include those that produce a Higgs boson in as-
sociation with undetected particles (predominantly ZH
with Z ! ⌫⌫̄ and WH with W ! `⌫) as well as non-
resonant diphoton production (��, W��, Z��), W� and
Z� production where an electron is misidentified as a
photon, and photon+jet production in which the jet is
misidentified as a photon.
Samples of simulated events are used in order to

measure the e�ciency of the selection for dark-matter
models, as well as to estimate the contribution of SM
H + Emiss

T

processes. Contributions from other back-
ground processes are estimated from m�� sidebands in
the data.
Following the notation of Ref. [14], a set of EFT mod-

els are considered in which the e↵ective operator La-
grangian term can be written as |�|2|H|2, �̄i�
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�|H|2,
�†@µ�H†DµH, or �̄�µ�Bµ⌫H

†D⌫H, where the DM field
� is a scalar in the first case and a fermion in the remain-
ing cases and Bµ⌫ is the U(1)Y field strength tensor. The
interactions of SM and DM particles are described by two
parameters: the DM particle mass m� and the suppres-
sion scale ⇤ of the heavy mediator that is integrated out
of the EFT. In a theory that is valid to arbitrary energies
(ultraviolet complete), the contact interaction would be
replaced by an interaction via an explicit mediator V .
In addition, simplified models [14] with a massive

vector (Z 0), or a scalar (S) intermediate boson are
tested. All H + Emiss

T

DM models are generated
with Madgraph5 [27] version 1.4.8.4, with shower-
ing and hadronization modeled with Pythia8 [28] ver-
sion 1.6.5 using the AU2 parameter settings [29]; the
MSTW2008LO [30] parton distribution function (PDF)
set is used. Values of m� from 1 to 1000 GeV are con-
sidered. Production of ZH and WH is modeled with
Pythia8 using CTEQ6L1 PDFs [31]. Samples are nor-
malized to cross sections forWH and ZH production cal-
culated at next-to-leading order (NLO) [32], and next-to-
next-to-leading order (NNLO) [33] in QCD, respectively,
with NLO electroweak corrections [34] in both cases.

Di↵ering pileup conditions as a function of the instan-
taneous luminosity are taken into account by overlaying
simulated minimum-bias events generated with Pythia8
onto the hard-scattering process such that the observed
distribution of the average number of interactions per
bunch crossing is reproduced. The simulated samples
are processed with a full ATLAS detector simulation [35]
based on Geant4 [36] and a simulation of the trigger
system.
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Selected events are required to have a Higgs boson can-
didate consisting of two photons with diphoton invariant
mass m�� 2 [105, 160] GeV with transverse momenta
satisfying leading (subleading) p�

T

> 0.35(0.25)m�� . In
addition, large missing transverse momentum is required,

Emiss

T

> 90 GeV, as well as large transverse momentum of
the �� system, p��

T

> 90 GeV in order to suppress back-
ground events where Emiss

T

is caused by mismeasurement
of the energies of identified physics objects. These se-
lection requirements were derived by optimizing the ex-
pected upper limits on H +Emiss

T

production for the set
of models described below.
Contributions to the �� +Emiss

T

sample from SM pro-
cesses include those that produce a Higgs boson in as-
sociation with undetected particles (predominantly ZH
with Z ! ⌫⌫̄ and WH with W ! `⌫) as well as non-
resonant diphoton production (��, W��, Z��), W� and
Z� production where an electron is misidentified as a
photon, and photon+jet production in which the jet is
misidentified as a photon.
Samples of simulated events are used in order to

measure the e�ciency of the selection for dark-matter
models, as well as to estimate the contribution of SM
H + Emiss

T

processes. Contributions from other back-
ground processes are estimated from m�� sidebands in
the data.
Following the notation of Ref. [14], a set of EFT mod-

els are considered in which the e↵ective operator La-
grangian term can be written as |�|2|H|2, �̄i�

5

�|H|2,
�†@µ�H†DµH, or �̄�µ�Bµ⌫H

†D⌫H, where the DM field
� is a scalar in the first case and a fermion in the remain-
ing cases and Bµ⌫ is the U(1)Y field strength tensor. The
interactions of SM and DM particles are described by two
parameters: the DM particle mass m� and the suppres-
sion scale ⇤ of the heavy mediator that is integrated out
of the EFT. In a theory that is valid to arbitrary energies
(ultraviolet complete), the contact interaction would be
replaced by an interaction via an explicit mediator V .
In addition, simplified models [14] with a massive

vector (Z 0), or a scalar (S) intermediate boson are
tested. All H + Emiss

T

DM models are generated
with Madgraph5 [27] version 1.4.8.4, with shower-
ing and hadronization modeled with Pythia8 [28] ver-
sion 1.6.5 using the AU2 parameter settings [29]; the
MSTW2008LO [30] parton distribution function (PDF)
set is used. Values of m� from 1 to 1000 GeV are con-
sidered. Production of ZH and WH is modeled with
Pythia8 using CTEQ6L1 PDFs [31]. Samples are nor-
malized to cross sections forWH and ZH production cal-
culated at next-to-leading order (NLO) [32], and next-to-
next-to-leading order (NNLO) [33] in QCD, respectively,
with NLO electroweak corrections [34] in both cases.

Di↵ering pileup conditions as a function of the instan-
taneous luminosity are taken into account by overlaying
simulated minimum-bias events generated with Pythia8
onto the hard-scattering process such that the observed
distribution of the average number of interactions per
bunch crossing is reproduced. The simulated samples
are processed with a full ATLAS detector simulation [35]
based on Geant4 [36] and a simulation of the trigger
system.
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but almost no multi-photon searches 

•Inclusive limits for ≥ 3 photons 
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•look for 3γ or 2γ resonances
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1 Introduction

Many extensions of the Standard Model (SM) include phenomena that can result in final states consisting
of three or more photons. Extensions of the SM scalar sector [1–5], for example, often include pseudo-
scalar particles (a) with couplings to the Higgs boson [6, 7] (h) and branching ratios into photons that
would be visible at the LHC, in addition to scalars (H) with masses di↵erent from the SM Higgs boson
that can also decay via H ! aa ! 4�. Other models feature additional vector gauge bosons that can
decay to a photon and a new pseudoscalar boson, a, with the subsequent decay of the a into a pair of
photons, resulting in a three-photon final state [8]. Moreover, in the SM, the Z boson can decay to three
photons via a loop of W± bosons or fermions. The decay is heavily suppressed and the branching ratio
is predicted to be ⇠5⇥10�10 [9]. The current most stringent bound on this process comes from the L3
Collaboration, which placed a limit of BR(Z ! 3�) < 10�5 [10]. The ATLAS detector has collected
⇠109 Z boson events, and thus an observation of this decay would indicate an enhancement of this decay
rate and could be evidence of phenomena not predicted by the SM. Feynman diagrams for some of these
beyond-the-Standard Model (BSM) and rare SM scenarios are shown in Figure 1.
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Figure 1: Feynman diagrams for possible beyond-the-Standard Model and rare Standard Model scenarios that result
in final states with at least three photons.

To ensure sensitivity to these and other possible rare SM and BSM scenarios, an inclusive three-photon
search is performed using 20.3 fb�1 of LHC proton-proton collisions collected by the ATLAS detector
in 2012 at a centre-of-mass energy of 8 TeV. Such a model-independent search is the first of its kind, as
are the interpretations for a Higgs boson decaying to four photons via two intermediate pseudoscalar a
particles (for both the SM Higgs boson of mh = 125 GeV and for Higgs-like scalars of higher masses)
and for three-photon resonances corresponding to a new vector gauge boson.

The dominant backgrounds include the irreducible component with three or more prompt photons, as
well as the reducible components consisting of combinations of photons and electrons or hadronic jets
misidentified as photons. The contributions from events with jets which are misidentified as photons
are calculated from data-driven methods, while simulation is used to estimate the contributions from the
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Figure 2: Observed and expected yields in signal and control regions for the full mass range (left) and the restricted
range of 80 GeV < m3� < 100 GeV (right), for events where all three photon candidates satisfy the tight photon
identification criteria. The bins along the horizontal axis correspond to orthogonal subsets of events where each
subset is categorised by whether the three photons — ordered from largest to smallest values of pT— passed (“P") or
failed (“F") the isolation criterion. The leftmost bin is the signal region, composed of events satisfying PPP, and the
other bins are the di↵erent control regions, where at least one of the photon candidates failed the isolation criterion.
The red hatched band, in the signal region bin, is the combination of statistical and systematic uncertainties, while
the black hatched bands represent statistical uncertainties. As a result of the data-driven jet background estimate,
the statistical uncertainty in each bin is partially correlated with the uncertainty on the data in that bin.

(right) summarise the observed counts as well as background expectations in this restricted region. The
data are consistent with the SM expectation: 244 events are observed and 233 ± 28 events are expected,
while the signal expectation from simulation, for BR(Z ! 3�) = 10�5 (corresponding to the previous
limit from LEP [10]), is 418 ± 9 events. Using the same hypothesis-testing and limit-setting procedure
described above, but taking the signal expectation from the simulated sample described in Section 4, the
observed (expected) limit, at the 95% C.L., on the branching ratio of the Z boson decay to three photons
is found to be BR(Z ! 3�) < 2.2 (2.0) ⇥10�6, a result five times stronger than the previous LEP limit of
< 10�5.

7.2 The 2� and 3� resonance searches

In addition to the tests based on the number of events in the inclusive signal regions, searches are per-
formed for resonances in the two-photon and three-photon invariant mass (m2� and m3�) distributions for
events in the inclusive signal region. For these resonance searches, the background contribution is estim-
ated from a fit to the m2� or m3� sideband regions, and thus does not rely upon simulated samples for the
background estimate. The sideband is modelled as a fourth-order polynomial, and the size of the side-
band is mass-dependent, symmetric around the hypothesised resonance mass, following a local-spectrum
approach. The range of the observed mass spectrum that is used for the sideband fit is a local, truncated
subset of the full spectrum. For the m2� (m3�) resonance search, the sideband is 20 (25) GeV in each dir-
ection for m2� (m3�) < 90 (230) GeV, where the event counts change rapidly as a function of m2� (m3�),
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range of 80 GeV < m3� < 100 GeV (right), for events where all three photon candidates satisfy the tight photon
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subset is categorised by whether the three photons — ordered from largest to smallest values of pT— passed (“P") or
failed (“F") the isolation criterion. The leftmost bin is the signal region, composed of events satisfying PPP, and the
other bins are the di↵erent control regions, where at least one of the photon candidates failed the isolation criterion.
The red hatched band, in the signal region bin, is the combination of statistical and systematic uncertainties, while
the black hatched bands represent statistical uncertainties. As a result of the data-driven jet background estimate,
the statistical uncertainty in each bin is partially correlated with the uncertainty on the data in that bin.

(right) summarise the observed counts as well as background expectations in this restricted region. The
data are consistent with the SM expectation: 244 events are observed and 233 ± 28 events are expected,
while the signal expectation from simulation, for BR(Z ! 3�) = 10�5 (corresponding to the previous
limit from LEP [10]), is 418 ± 9 events. Using the same hypothesis-testing and limit-setting procedure
described above, but taking the signal expectation from the simulated sample described in Section 4, the
observed (expected) limit, at the 95% C.L., on the branching ratio of the Z boson decay to three photons
is found to be BR(Z ! 3�) < 2.2 (2.0) ⇥10�6, a result five times stronger than the previous LEP limit of
< 10�5.

7.2 The 2� and 3� resonance searches

In addition to the tests based on the number of events in the inclusive signal regions, searches are per-
formed for resonances in the two-photon and three-photon invariant mass (m2� and m3�) distributions for
events in the inclusive signal region. For these resonance searches, the background contribution is estim-
ated from a fit to the m2� or m3� sideband regions, and thus does not rely upon simulated samples for the
background estimate. The sideband is modelled as a fourth-order polynomial, and the size of the side-
band is mass-dependent, symmetric around the hypothesised resonance mass, following a local-spectrum
approach. The range of the observed mass spectrum that is used for the sideband fit is a local, truncated
subset of the full spectrum. For the m2� (m3�) resonance search, the sideband is 20 (25) GeV in each dir-
ection for m2� (m3�) < 90 (230) GeV, where the event counts change rapidly as a function of m2� (m3�),
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Figure 3: Observed spectra of m12, m13, and m23, where the 1, 2, and 3 refer to three pT-ordered photons, as well as
m3�. For illustration purposes, also shown is the expected background per bin, determined via unbinned sideband
fits to the data as a part of the resonance search, for a hypothesised resonance mass defined by the centre of the bin,
as well as the signal expectation for a few mass points for the BSM scenarios considered here. The lower panels
show the significance, in units of standard deviations of a Gaussian function, of the observation in each bin, taking
into account the fractional uncertainty on the background as a result of the sideband fit. The tails towards higher
masses in the signal peaks for the m2� spectra arise from wrong two-photon combinations.
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FIG. 1: The three stages of our jet analysis: starting from a hard massive jet on angular scale R, one identifies the Higgs
neighbourhood within it by undoing the clustering (effectively shrinking the jet radius) until the jet splits into two subjets
each with a significantly lower mass; within this region one then further reduces the radius to Rfilt and takes the three hardest
subjets, so as to filter away UE contamination while retaining hard perturbative radiation from the Higgs decay products.

objects (particles) i and j, recombines the closest pair,
updates the set of distances and repeats the procedure
until all objects are separated by a ∆Rij > R, where R
is a parameter of the algorithm. It provides a hierarchical
structure for the clustering, like the K⊥algorithm [9, 10],
but in angles rather than in relative transverse momenta
(both are implemented in FastJet 2.3[11]).

Given a hard jet j, obtained with some radius R, we
then use the following new iterative decomposition proce-
dure to search for a generic boosted heavy-particle decay.
It involves two dimensionless parameters, µ and ycut:

1. Break the jet j into two subjets by undoing its last
stage of clustering. Label the two subjets j1, j2 such
that mj1 > mj2 .

2. If there was a significant mass drop (MD), mj1 <
µmj, and the splitting is not too asymmetric, y =
min(p2

tj1
,p2

tj2
)

m2

j

∆R2
j1,j2

> ycut, then deem j to be the

heavy-particle neighbourhood and exit the loop.
Note that y ≃ min(ptj1 , ptj2)/ max(ptj1 , ptj2).

1

3. Otherwise redefine j to be equal to j1 and go back
to step 1.

The final jet j is to be considered as the candidate Higgs
boson if both j1 and j2 have b tags. One can then identify
Rbb̄ with ∆Rj1j2 . The effective size of jet j will thus be
just sufficient to contain the QCD radiation from the
Higgs decay, which, because of angular ordering [12, 13,
14], will almost entirely be emitted in the two angular
cones of size Rbb̄ around the b quarks.

The two parameters µ and ycut may be chosen inde-
pendently of the Higgs mass and pT . Taking µ ! 1/

√
3

ensures that if, in its rest frame, the Higgs decays to a
Mercedes bb̄g configuration, then it will still trigger the
mass drop condition (we actually take µ = 0.67). The cut
on y ≃ min(zj1 , zj2)/ max(zj1 , zj2) eliminates the asym-
metric configurations that most commonly generate sig-
nificant jet masses in non-b or single-b jets, due to the

1 Note also that this ycut is related to, but not the same as, that
used to calculate the splitting scale in [5, 6], which takes the jet
pT as the reference scale rather than the jet mass.

Jet definition σS/fb σB/fb S/
√

B · fb

C/A, R = 1.2, MD-F 0.57 0.51 0.80

K⊥, R = 1.0, ycut 0.19 0.74 0.22

SISCone, R = 0.8 0.49 1.33 0.42

TABLE I: Cross section for signal and the Z+jets background
in the leptonic Z channel for 200 < pTZ/GeV < 600 and
110 < mJ/GeV < 125, with perfect b-tagging; shown for
our jet definition, and other standard ones at near optimal R
values.

soft gluon divergence. It can be shown that the maxi-
mum S/

√
B for a Higgs boson compared to mistagged

light jets is to be obtained with ycut ≃ 0.15. Since we
have mixed tagged and mistagged backgrounds, we use a
slightly smaller value, ycut = 0.09.

In practice the above procedure is not yet optimal
for LHC at the transverse momenta of interest, pT ∼
200 − 300 GeV because, from eq. (1), Rbb̄ ! 2mh/pT is
still quite large and the resulting Higgs mass peak is sub-
ject to significant degradation from the underlying event
(UE), which scales as R4

bb̄
[15]. A second novel element

of our analysis is to filter the Higgs neighbourhood. This
involves resolving it on a finer angular scale, Rfilt < Rbb̄,
and taking the three hardest objects (subjets) that ap-
pear — thus one captures the dominant O (αs) radiation
from the Higgs decay, while eliminating much of the UE
contamination. We find Rfilt = min(0.3, Rbb̄/2) to be
rather effective. We also require the two hardest of the
subjets to have the b tags.

The overall procedure is sketched in Fig. 1. We il-
lustrate its effectiveness by showing in table I (a) the
cross section for identified Higgs decays in HZ produc-
tion, with mh = 115 GeV and a reconstructed mass re-
quired to be in an moderately narrow (but experimen-
tally realistic) mass window, and (b) the cross section
for background Zbb̄ events in the same mass window.
Our results (C/A MD-F) are compared to those for the
K⊥algorithm with the same ycut and the SISCone [16]
algorithm based just on the jet mass. The K⊥algorithm
does well on background rejection, but suffers in mass
resolution, leading to a low signal; SISCone takes in less
UE so gives good resolution on the signal, however, be-
cause it ignores the underlying substructure, fares poorly
on background rejection. C/A MD-F performs well both
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FIG. 1: The three stages of our jet analysis: starting from a hard massive jet on angular scale R, one identifies the Higgs
neighbourhood within it by undoing the clustering (effectively shrinking the jet radius) until the jet splits into two subjets
each with a significantly lower mass; within this region one then further reduces the radius to Rfilt and takes the three hardest
subjets, so as to filter away UE contamination while retaining hard perturbative radiation from the Higgs decay products.

objects (particles) i and j, recombines the closest pair,
updates the set of distances and repeats the procedure
until all objects are separated by a ∆Rij > R, where R
is a parameter of the algorithm. It provides a hierarchical
structure for the clustering, like the K⊥algorithm [9, 10],
but in angles rather than in relative transverse momenta
(both are implemented in FastJet 2.3[11]).

Given a hard jet j, obtained with some radius R, we
then use the following new iterative decomposition proce-
dure to search for a generic boosted heavy-particle decay.
It involves two dimensionless parameters, µ and ycut:

1. Break the jet j into two subjets by undoing its last
stage of clustering. Label the two subjets j1, j2 such
that mj1 > mj2 .

2. If there was a significant mass drop (MD), mj1 <
µmj, and the splitting is not too asymmetric, y =
min(p2

tj1
,p2

tj2
)

m2

j

∆R2
j1,j2

> ycut, then deem j to be the

heavy-particle neighbourhood and exit the loop.
Note that y ≃ min(ptj1 , ptj2)/ max(ptj1 , ptj2).

1

3. Otherwise redefine j to be equal to j1 and go back
to step 1.

The final jet j is to be considered as the candidate Higgs
boson if both j1 and j2 have b tags. One can then identify
Rbb̄ with ∆Rj1j2 . The effective size of jet j will thus be
just sufficient to contain the QCD radiation from the
Higgs decay, which, because of angular ordering [12, 13,
14], will almost entirely be emitted in the two angular
cones of size Rbb̄ around the b quarks.

The two parameters µ and ycut may be chosen inde-
pendently of the Higgs mass and pT . Taking µ ! 1/

√
3

ensures that if, in its rest frame, the Higgs decays to a
Mercedes bb̄g configuration, then it will still trigger the
mass drop condition (we actually take µ = 0.67). The cut
on y ≃ min(zj1 , zj2)/ max(zj1 , zj2) eliminates the asym-
metric configurations that most commonly generate sig-
nificant jet masses in non-b or single-b jets, due to the

1 Note also that this ycut is related to, but not the same as, that
used to calculate the splitting scale in [5, 6], which takes the jet
pT as the reference scale rather than the jet mass.

Jet definition σS/fb σB/fb S/
√

B · fb

C/A, R = 1.2, MD-F 0.57 0.51 0.80

K⊥, R = 1.0, ycut 0.19 0.74 0.22

SISCone, R = 0.8 0.49 1.33 0.42

TABLE I: Cross section for signal and the Z+jets background
in the leptonic Z channel for 200 < pTZ/GeV < 600 and
110 < mJ/GeV < 125, with perfect b-tagging; shown for
our jet definition, and other standard ones at near optimal R
values.

soft gluon divergence. It can be shown that the maxi-
mum S/

√
B for a Higgs boson compared to mistagged

light jets is to be obtained with ycut ≃ 0.15. Since we
have mixed tagged and mistagged backgrounds, we use a
slightly smaller value, ycut = 0.09.

In practice the above procedure is not yet optimal
for LHC at the transverse momenta of interest, pT ∼
200 − 300 GeV because, from eq. (1), Rbb̄ ! 2mh/pT is
still quite large and the resulting Higgs mass peak is sub-
ject to significant degradation from the underlying event
(UE), which scales as R4

bb̄
[15]. A second novel element

of our analysis is to filter the Higgs neighbourhood. This
involves resolving it on a finer angular scale, Rfilt < Rbb̄,
and taking the three hardest objects (subjets) that ap-
pear — thus one captures the dominant O (αs) radiation
from the Higgs decay, while eliminating much of the UE
contamination. We find Rfilt = min(0.3, Rbb̄/2) to be
rather effective. We also require the two hardest of the
subjets to have the b tags.

The overall procedure is sketched in Fig. 1. We il-
lustrate its effectiveness by showing in table I (a) the
cross section for identified Higgs decays in HZ produc-
tion, with mh = 115 GeV and a reconstructed mass re-
quired to be in an moderately narrow (but experimen-
tally realistic) mass window, and (b) the cross section
for background Zbb̄ events in the same mass window.
Our results (C/A MD-F) are compared to those for the
K⊥algorithm with the same ycut and the SISCone [16]
algorithm based just on the jet mass. The K⊥algorithm
does well on background rejection, but suffers in mass
resolution, leading to a low signal; SISCone takes in less
UE so gives good resolution on the signal, however, be-
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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Figure 6: Upper limits, at 95% C.L., on the section times branching ratio limits for the WZ window selection as a
function of mW0 , and for the WW window selection and the ZZ window selections as a function of mGRS . The solid
red line in each figure displays the predicted cross section for the W 0 or GRS model as a function of the resonance
mass.

the WZ channel, and an excited bulk graviton GRS to represent resonances decaying to WW and ZZ. A
W0with EGM couplings and mass between 1.3 and 1.5 TeV is excluded at 95% CL.
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L H C  AT  1 3  T E V

•After a somewhat slow start, the LHC has picked up pace. 

•Now running with 25 ns bunch spacing 

•Peak luminosity of 3.8 x 1033 /cm2 s !
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First months of Run 2 
vs. All of Run 1

Next 3 years 
vs. All of Run 1

Impact of going from 8 → 13 TeV depends on the physics you 
want to study: it’s a huge improvement for heavy particles
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T R A C K I N G  P E R F O R M A N C E  I M P R O V E M E N T S

•We are seeing improved tracking 
performance from the IBL !
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Figure 5: Run 1 HLT conceptual structure (left) alongside the Run 2 merged structure (right). Note that the ROS is still present but excluded from
the right hand side of the diagram. ROI based event building continues in Run 2 but the results are handled directly by the combined HLT farm

Figure 4: ATLAS RobinNP / ALICE C-RORC hardware.

4.1. Hardware and Firmware Upgrade

The primary element of the upgrade was the move
away from the old ROBIN boards to new custom hard-
ware known as the RobinNP. The RobinNP follows the
same design philosophy as the ROBIN, but is able to
handle four times as many input links in the same vol-
ume, while providing a factor of six increase in out-
put bandwidth. The RobinNP functionality is imple-
mented in firmware on a dedicated PCIe board orig-
inally developed by the ALICE Collaboration [8] and
shown in Figure 4. The hardware features three quad-
optical transceivers (QSFPs), as well as a high perfor-
mance Xilinx Virtex 6 series FPGA and up to 16 GB
of on-board memory capacity (on the RobinNP 8 GB is
installed) through two SO-DIMM slots.

The choice of PCIe as the interface bus with the host
system for the RobinNP was taken to ensure maximum
compatibility with potential future hosts. Also, though
the RobinNP itself only implements a Gen1x8 bus, the
hardware allows Gen2x8. The current bus allows an in-
practice maximum output bandwidth of 1.6 GB/s, com-
pared to a requirement of 960 MB/s for 50% readout
of 12 input links each providing a maximum nominal

throughput of 160 MB/s. However, should ATLAS re-
quire a greater readout fraction in the future this can be
achieved through an upgrade of the RobinNP firmware
to use a Gen2x8 bus, e↵ectively doubling the output
bandwidth and allowing 100% readout with no new
hardware expenditure.

Another key feature of the RobinNP is the decision
to remove event processing and management away from
an on-board chip and into the CPU of the host PC. Thus
future performance improvements can be achieved by
the relatively cheap upgrade of the host CPU compared
to the cost of re-working custom hardware.

The RobinNP is hosted by a new generation of server-
class machines, chosen to occupy half the vertical pro-
file of their predecessors (2U vs the original 4U). Each
machine hosts a single 6-core Xeon Ivy-Bridge grade
3.5 GHz six core CPU [9] and 16 GB of RAM. The
network capacity of the new machines is also a signifi-
cant increase on the older versions. Each machine now
supports four 10 GbE optical Ethernet ports, which can
be run in individual or bonded configurations. This is
to be compared to two 1 GbE connections in the pre-
vious generation. Typically each new ROS PC hosts
two RobinNP cards, though some variation may occur
depending on individual detector sub-system require-
ments.

4.2. Software Upgrade

Alongside the changes to ROS hardware, a major
overhaul of all dataflow software has been performed.
This included not only the integration of the process-
ing and management features previously performed on-
board the ROBIN but also the replacement of the old
protocols used for interaction with the HLT by imple-
mentation of industry standard asynchronous I/O based
on the boost software library [10].

These changes were implemented within a broader
redesign of the threading model of the system to reduce

/ Nuclear Physics B Proceedings Supplement 00 (2014) 1–6 2

Figure 1: ATLAS Trigger and Data Acquisition System in Run 1.

is sent back to the front end, causing the data associ-
ated with the event to be read out for all components of
the detector. These are relayed via optical fibres (ap-
proximately 1600 for Run 1 and 1800 for Run 2) using
the 160 MB/s S-link protocol [2] from dedicated relay
hardware (known as readout drivers, or RODs) to the
readout system (ROS). The ROS is the first part of the
DAQ chain to make partial use of o↵-the-shelf hard-
ware. During Run 1, data were stored in bu↵ers im-
plemented on custom PCI expansion boards (known as
ROBINs [3]) hosted in commercially available server
PCs.

In order to avoid the overhead of transferring un-
wanted data, the event components used as part of
the level-1 decision are at this point used to construct
regions-of-interest (ROI) [4] to guide further event re-
construction and selection. These regions are based on
geographical locations within the detector in which in-
teresting signals are identified and assembled via dedi-
cated hardware. A processing farm, known in Run 1 as
the ’level-2’ (L2) trigger, then processes the ROI infor-
mation and samples other data from the indicated events
from the bu↵ers in the ROS PCs. The data are trans-
ferred via a high speed Ethernet-based network (the data
collection, or DC, network) and subjected to software
based selection algorithms.

In Run 1, events passing level-2 selection were then
sent for full assembly via the PCs in the ’event builder’
(EB) farm. The peak output event rate of L2 was 6.5
kHz. The EB farm requests full readout of the selected
event from the ROS and then passes the data to the final
’event filter’ (EF) farm via a second high speed network
(the back-end, or BE, network) where final, more com-
plex, selection algorithms are applied. Events passing
this final stage are relayed to the data logging system,
where they are written to permanent storage.

The L2, EB, EF and data logging stages are all imple-
mented on commercially available server PCs using en-
tirely software-based selection algorithms. Collectively
the L2 and EF systems are referred to as the ’high level
trigger’ (HLT). The peak data rate recorded to disc after
the HLT in Run 1 was of order 1 kHz. This translated
to ⇠10-15% of all data reaching the ROS being read out
for further analysis.

3. Run 1 Performance and Upgrade Motivation

The TDAQ system performed well in Run 1. Down-
time due to problems with system components was kept
to a minimum, leading to an overall data-taking e�-
ciency of 94.9% [5]. The remaining ine�ciency mainly
came from irreducible ’dead-time’ within the front-end
readout electronics, whereby there is a fixed time win-
dow after processing a signal in which a given sensor is
unable to process new input.

The requirements placed on the system evolved dur-
ing Run 1 as a function of the increased collision rate
(luminosity) provided by the LHC as well as the com-
plexity of these events. The primary source of com-
plexity is an e↵ect known as ’pile-up’. This is where
multiple proton-proton interactions occur during a sin-
gle bunch crossing, which the level-1 trigger is unable to
separate, resulting in high detector occupancy and mak-
ing it more di�cult to cleanly select interesting physics
processes within the event. The overall e↵ect of this
is an increase in the volume of data needing to be pro-
cessed through the system, while achieving the process-
ing rates required to e↵ectively handle all of the events
without a backlog. The e↵ect of pile-up on some signif-
icant DAQ system parameters is presented in Figure 2.

The throughput challenge was partially addressed
throughout Run 1 by an ongoing program of improve-
ment of HLT event selection algorithms, optimised net-
work management and dataflow, and upgrade of HLT
farm machines and ROS PCs. While this played a sig-
nificant role in allowing the system to reach the de-
sired performance throughout the run, it became clear
that similar incremental changes would prove insu�-
cient for Run 2.

The plan for the 2013/2014 shutdown period included
the installation of new detector and trigger compo-
nents [7], each requiring readout paths of their own. The
e↵ect of this has been an increase in the required num-
ber of links between the RODs and ROS from 1600 in
Run 1 to near 1800. The original plan was also to in-
crease the rate of data accepted by the L1 trigger system
from 75 kHz to 100 kHz, as well as increasing the av-
erage output rate written to disc of 1 kHz, as opposed

/ Nuclear Physics B Proceedings Supplement 00 (2014) 1–6 3

Figure 2: The e↵ect of pileup <µ> (the average number of proton-proton interactions per bunch crossing in a given data taking run) on (left) L2
processing time and (right) event size. [6]

to 400-600 Hz in Run 1. Taken together with the poten-
tially increasing event size due to pileup, the motivation
was in place for a system-wide upgrade.

Performance studies [7] showed that the existing ROS
could only just meet the above requirements while ex-
hausting almost all spare hardware, leaving little contin-
gency for expansion within Run 2. The space needed to
satisfy the required growth in number of ROS PCs was
also a potential problem. Furthermore, concerns existed
over hardware obsolescence, with the ROBINs using
increasingly uncommon 64-bit PCI, as well as having
fixed processing potential due to a non-upgradeable on-
board power PC chip for event management. The size
of the memory bu↵ers on these boards (64 MB per op-
tical link) was su�cient to hold data for expected event
sizes for the time required by the HLT farm to complete
processing. However, should the farm be expanded fur-
ther in size this might cease to be the case. As such, a
solution with greater expandability in future was desir-
able. The new requirements also posed a challenge for
the HLT itself, which was to handle significantly more
complex decisions and increased data rates.

In order to overcome the challenges of Run 2 it was
decided that both the ROS and HLT systems required
a major overhaul. The consequence of this was also a
matching overhaul of the dataflow networks connecting
the two systems, as well as the final event building and
logging components. These networks would be required
to handle increasing volumes of data while also facilitat-
ing the implementation of new standards and techniques
to enable the successful upgrades of the ROS and HLT.
In the following sections the upgrades to the three ma-
jor components (ROS, network and HLT) will be dis-
cussed in detail. Finally, results of performance studies
demonstrating the e↵ectiveness of the upgrade will be

Figure 3: ATLAS TDAQ System in Run 2.

presented. A diagram of the revised system is shown in
Figure 3.

4. ROS Upgrade

The upgrade of the ROS focussed on increasing the
density of the system (i.e. the number of links that
can be handled in the same amount of server space) as
well as increasing the data rates and volumes to be pro-
cessed. Furthermore, the overall bu↵ering capacity was
upgraded to allow for future increases in requirements
due to expansion of the HLT. Taking all of this into ac-
count, the design requirements for the new system were
to bu↵er an input data rate of 100 kHz up to an aver-
age size of 1.6 kB per input link while also being able
to read out 50% of this data to the HLT with no loss of
performance. This is to be compared to a 75 kHz input
rate with 10-15% readout in Run 1 up to the same event
size.

Upgrade to Trigger and  
Data Acquisition Systems

~400Hz → 1kHZ output rate

new capabilities and  
new custom electronics



T O P  PA I R  P R O D U C T I O N  @  1 3  T E V

•In Run1, the most precise measurements 
provided by dilepton (eμ) channel due to 
smaller systematic uncertainties related 
to Missing transverse energy and jets.  

•Analysis repeated for Run 2
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Figure 1: Distributions of the number of b-tagged jets in preselected opposite-sign eµ events. The data are
shown compared to the expectation from simulation, broken down into contributions from tt̄ (using the baseline
Powheg+Pythia6 sample), Wt single top, Z+jets, dibosons, and events with fake electrons or muons, normalised to
the same integrated luminosity as the data.

but with the opposite sign, (d�tt̄/dCb)/(�tt̄/Cb) = 1. The systematic uncertainties on these quantities are
discussed in Section 5.

4.1 Background estimation

Most background contributions are estimated from simulation. The Wt single top background is normal-
ised to the approximate NNLO cross-section of 71.7 ± 3.8 pb, determined as in Ref. [47]. The diboson
background normalisation is estimated using Sherpa as discussed in Section 2. The normalisation of the
Z+jets background, originating from events with a Z ! ⌧⌧ ! eµ decay accompanied by one or two
b-tagged jets, is estimated from the Powheg+Pythia8 simulation samples and cross-checked with data, as
described in Section 5.

The background from events with one real and one misidentified lepton is estimated from a combination
of data and simulation, using the method employed in the previous publication. Simulation studies show
that the samples with a same-sign eµ pair and one or two b-tagged jets are dominated by events with a
misidentified lepton, with rates comparable to those in the opposite-sign sample. The contributions of
events with misidentified leptons are therefore estimated using the same-sign event counts in data after
subtraction of the estimated prompt same-sign contributions, multiplied by the opposite- to same-sign
fake-lepton ratios R j for j = 1 and 2 b-tagged jets predicted from simulation. This procedure is illustrated
in Table 2, which shows the expected breakdown of same-sign event counts in terms of prompt and
misidentified lepton events, and the corresponding predictions for misidentified leptons in the opposite-
sign sample. The values of R j are taken to be R1 = 1.5 ± 0.5 and R2 = 1.8 ± 1.0. The uncertainties
encompass the di↵erent values of R j predicted for the various sub-components of the misidentified lepton
background, which is dominated by electrons from photon conversions, followed by electrons and muons
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Figure 2: Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |⌘|
of the electron, (d) the pT of the electron, (e) the |⌘| of the muon and (f) the pT of the muon, in events with an
opposite-sign eµ pair and at least one b-tagged jet. The data are compared to the expectation from simulation,
broken down into contributions from tt̄ (using the baseline Powheg+Pythia6 sample), single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same number of entries as the data. The last histogram
bin includes the overflow.
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Figure 2: Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |⌘|
of the electron, (d) the pT of the electron, (e) the |⌘| of the muon and (f) the pT of the muon, in events with an
opposite-sign eµ pair and at least one b-tagged jet. The data are compared to the expectation from simulation,
broken down into contributions from tt̄ (using the baseline Powheg+Pythia6 sample), single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same number of entries as the data. The last histogram
bin includes the overflow.
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Cross,sec/on'measurement'at'√s'='13'TeV�
•  Physics run at 13 TeV started in June. 

•  78 pb−1 data is used for analysis. 
•  Theory (NLO+NNLL)  : 832+40

-46 pb 

��~65,000 top quark pair events are expected. 

•  Same analysis method as for 7/8 TeV 
is applied for eµ channel. 

2015/09/02' 4"

σtt = 825 ± 49(stat) ± 60(syst) ± 83(lumi) pb�



S E A R C H E S  F O R  D I - J E T  R E S O N A N C E S

•Di-jet resonances provide early discovery potential
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Mjj = 5.2 TeV !



Mjj = 6.9 TeV !



Mjj = 5.4 TeV !



 

5 

Mee = 2.9 TeV !

CMS DP -2015/039 



C O N C L U S I O N S

•Run 1 was a huge success 

•The ATLAS detector is ready for Run 2  

•2015 will be a commissioning year for 25 ns operation.  

•Goal of 100 fb-1 by end of 2018  

•ATLAS has made first measurements and searches at 13 TeV.  

•For favorable scenarios, Run 1 some results have already been 
extended. Other searches will need more time & luminosity.  
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