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ABSTRACT

The Pierre Auger Collaboration (Auger) recently reported a correlation between the arrival directions
of cosmic rays with energies above 39 EeV and the flux pattern of 23 nearby starburst galaxies (SBGs).
In this Letter, we tested the same hypothesis using cosmic rays detected by the Telescope Array
experiment (TA) in the 9-year period from May 2008 to May 2017. Unlike the Auger analysis, we
did not optimize the parameter values but kept them fixed to the best-fit values found by Auger,
namely 9.7% for the anisotropic fraction of cosmic rays assumed to originate from the SBGs in the
list and 12.9� for the angular scale of the correlations. The energy threshold we adopted is 43 EeV,
corresponding to 39 EeV in Auger when taking into account the energy-scale di↵erence between two
experiments. We find that the TA data is compatible with isotropy to within 1.1� and with the Auger
result to within 1.4�.

Keywords: astroparticle physics — cosmic rays — galaxies: starburst — methods: data analysis

1. INTRODUCTION

The origins of ultrahigh-energy cosmic rays (UHE-
CRs) are still unknown. Anisotropies in the angular
distribution of their arrival directions are rather small,
requiring the detection of a large number of events to
observe them. Furthermore, deflections of UHECRs
by Galactic and intergalactic magnetic fields complicate
the interpretation of anisotropies in terms of possible
sources; this e↵ect is reduced for the highest-energy cos-
mic rays, but the available statistics are significantly
limited due to the steeply falling spectrum of UHECRs.
The two largest UHECR observatories in operation

are the Telescope Array (hereinafter TA, Abu-Zayyad
et al. 2013a), located in Utah, USA, with approximately
700 km2 e↵ective area, and the Pierre Auger Observa-
tory (hereinafter Auger, Aab et al. 2015), located in Ar-
gentina with 3000 km2 e↵ective area. Their exposures
peak in the Northern and Southern hemispheres, respec-
tively.
Auger recently reported (Aab et al. 2018) a correla-

tion between UHECR events with reconstructed energies
above 39 EeV and a flux pattern of nearby starburst
galaxies (SBGs). A model where 90.3% of the flux is
isotropic and 9.7% originates from SBGs (with UHECR
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luminosities assumed proportional to their radio lumi-
nosities) and undergoes Gaussian random deflections
with standard deviation 12.9� in each transverse dimen-
sion is favored over the purely isotropic model with a
post-trial significance of 4.0�, and over a model based
on the overall galaxy distribution beyond 1 Mpc with
a 3.0� significance. In the Auger analysis it was found
that di↵erent selections of candidate sources yield very
similar results, as in any case over 90% of the anisotropic
part of the flux weighed by the Auger directional expo-
sure originates from four bright objects — NGC 4945,
NGC 253, M83, and NGC 1068.
In this Letter, we follow up on this finding by testing

UHECRs detected by TA in the Northern hemisphere
against the same flux model and the best-fit values re-
ported by Auger, and discuss possible interpretations of
our result.

2. ANALYSIS

2.1. Cosmic-ray dataset

The TA is located at 39.3� N, 112.9� W, in Millard
County, Utah, USA, about 200 km south-west of Salt
Lake City, about 1400 m above sea level (Abu-Zayyad
et al. 2013a). The TA surface detector (SD) array con-
sists of 507 plastic scintillation detectors on a square grid
with 1.2 km spacing, covering an area of 700 km2, and is
surrounded by three fluorescence detector (FD) stations
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ABSTRACT

The Pierre Auger Collaboration (Auger) recently reported a correlation between the arrival directions
of cosmic rays with energies above 39 EeV and the flux pattern of 23 nearby starburst galaxies (SBGs).
In this Letter, we tested the same hypothesis using cosmic rays detected by the Telescope Array
experiment (TA) in the 9-year period from May 2008 to May 2017. Unlike the Auger analysis, we
did not optimize the parameter values but kept them fixed to the best-fit values found by Auger,
namely 9.7% for the anisotropic fraction of cosmic rays assumed to originate from the SBGs in the
list and 12.9� for the angular scale of the correlations. The energy threshold we adopted is 43 EeV,
corresponding to 39 EeV in Auger when taking into account the energy-scale di↵erence between two
experiments. We find that the TA data is compatible with isotropy to within 1.1� and with the Auger
result to within 1.4�.
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1. INTRODUCTION

The origins of ultrahigh-energy cosmic rays (UHE-
CRs) are still unknown. Anisotropies in the angular
distribution of their arrival directions are rather small,
requiring the detection of a large number of events to
observe them. Furthermore, deflections of UHECRs
by Galactic and intergalactic magnetic fields complicate
the interpretation of anisotropies in terms of possible
sources; this e↵ect is reduced for the highest-energy cos-
mic rays, but the available statistics are significantly
limited due to the steeply falling spectrum of UHECRs.
The two largest UHECR observatories in operation

are the Telescope Array (hereinafter TA, Abu-Zayyad
et al. 2013a), located in Utah, USA, with approximately
700 km2 e↵ective area, and the Pierre Auger Observa-
tory (hereinafter Auger, Aab et al. 2015), located in Ar-
gentina with 3000 km2 e↵ective area. Their exposures
peak in the Northern and Southern hemispheres, respec-
tively.
Auger recently reported (Aab et al. 2018) a correla-

tion between UHECR events with reconstructed energies
above 39 EeV and a flux pattern of nearby starburst
galaxies (SBGs). A model where 90.3% of the flux is
isotropic and 9.7% originates from SBGs (with UHECR
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luminosities assumed proportional to their radio lumi-
nosities) and undergoes Gaussian random deflections
with standard deviation 12.9� in each transverse dimen-
sion is favored over the purely isotropic model with a
post-trial significance of 4.0�, and over a model based
on the overall galaxy distribution beyond 1 Mpc with
a 3.0� significance. In the Auger analysis it was found
that di↵erent selections of candidate sources yield very
similar results, as in any case over 90% of the anisotropic
part of the flux weighed by the Auger directional expo-
sure originates from four bright objects — NGC 4945,
NGC 253, M83, and NGC 1068.
In this Letter, we follow up on this finding by testing

UHECRs detected by TA in the Northern hemisphere
against the same flux model and the best-fit values re-
ported by Auger, and discuss possible interpretations of
our result.

2. ANALYSIS

2.1. Cosmic-ray dataset

The TA is located at 39.3� N, 112.9� W, in Millard
County, Utah, USA, about 200 km south-west of Salt
Lake City, about 1400 m above sea level (Abu-Zayyad
et al. 2013a). The TA surface detector (SD) array con-
sists of 507 plastic scintillation detectors on a square grid
with 1.2 km spacing, covering an area of 700 km2, and is
surrounded by three fluorescence detector (FD) stations
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Spherical mirror 5.2 m2,
256 PMTs/camera,
14 telescopes

Telescope Array Experiment (TA)



Experimental site
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Telescope Array Experiment (TA)
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10-years steadily operation
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Fluorescence detector (FD)
~95% duty operation Clear moonless night

~10% duty operation

2008 2018 2008 2018

Surface detector array (SD)



UHECR event
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Figure 1: UHECR event observed by the fluorescence detector. The top figure shows the PMT

pointing directions and the brightness of signal (point size) and timing (point color). The

bottom figure shows a sum of selected PMT waveforms as a function of slant depth (black

plot), compared with the reconstructed result by the inverse Monte Carlo reconstruction

(histograms). The inverse Monte Carlo method can reproduce the obtained signal at the

camera.
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pointing directions and the brightness of signal (point size) and timing (point color). The

bottom figure shows a sum of selected PMT waveforms as a function of slant depth (black

plot), compared with the reconstructed result by the inverse Monte Carlo reconstruction

(histograms). The inverse Monte Carlo method can reproduce the obtained signal at the

camera.
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Energy estimation by TA SD
A look up table made from 
Monte Carlo simulation

Event energy ETBL = function 
of S800 and zenith angle, sec(θ)

9

SD Energy 1/2 

•  A look-up table made from the Monte-Carlo  
•  Event energy (ETBL) =  function of reconstructed S800 and sec(θ) 
•  Energy reconstruction "# interpolation between S800 vs sec(θ) contours of 

constant values of ETBL 

•  The overall energy scale locked to the fluorescence detector  
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TA Spectrum Summary Dmitri Ivanov
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Figure 2: A typical high energy event seen by the TA SD. Left: each circle represents a counter, positioned
at the center of the circle, the area of the circle is logarithmically proportional to the counter pulse height,
and the counter time is denoted by the color. The arrow represents the projection of the shower axis onto
the ground, denoted by û, and it is bisected by the perpendicular line at the location of the shower core.
Middle: counter time versus distance from the shower core along the û direction, which is the shower axis
projected on the ground. Points with error bars are counter times, solid curve is the time expected by the fit
for counters lying on the û axis, dashed and dotted lines are the fit expectation times for the counters that
are correspondingly 1.5 and 2.0 km off the û axis. Right: Lateral distribution profile fit to the AGASA LDF.
Vertical axis is the signal density in Vertical Equivalent Muon (VEM) per square meter units and horizontal
axis is the lateral distance from the shower core. 1 VEM is 2.05 MeV for the TA SD scintillator.
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Figure 3: Right: TA SD data and MC comparison of the lateral distribution fit c2 per degree of freedom.
Points represent the data and solid line is the MC. Middle: Energy as function of reconstructed S800 and
sec(q) made from the CORSIKA MC. Z-axis described by color represents the true (MC generated) values
of energy. Right: TA SD reconstructed energies normalized by 1/1.27 and compared to the TA Hybrid results
of BR, LR, and MD simultaneously. Superimposed 45o line shows no significant non-linearities.

4. TALE FD Bridge

The TALE bridge spectrum uses data collected in 2013/09/06 to 2014/01/09 period. Figure 4
shows the resolution and exposure of the TALE bridge spectrum analysis using dotted lines. The
analysis uses geometry reconstructed in monocular mode and both fluorescence and Čerenkov
components of light produced by particles of the shower. Details of the TALE bridge analysis are
described in [13].

4

ETBL is rescaled by the FD reconstructed 
energy to estimate final energy of SD, ESD,final

ESD,final = ETBL/1.27, 

~1.5 degree in direction, ~20% in energy 
resolution 



Auger-TA Common Declination 
Band Spectrum Analysis

• Restrict δ to [-15o ,24.8o] range

• Excludes TA hot spot

• Inependence of exposure on 
declination (aka “1/ω method”):

𝐽ଵ/ன 𝐸 = 1
ΔΩΔ𝐸ୀଵ

ே 1
ω(δ)

(UHECR 2016 proceedings)
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10

Entire Sky Spectra

10

Common Declination Band

Better agreement between TA and Auger 
in the common declination band

11

Power-Law Fit

logEank = 18.69 ± 0.02

logEsup = 19.81 ± 0.04

E 3.27±0.03 E 2.69±0.02

E 4.63±0.49

Nexp (no suppression): 79.8 
Nobs: 26 
Prob.: 2.2x10-12, 6.92 σ

11

Y. Tsunesada, D. Ivanov 
in ICRC 2017

Es = 65 ± 5 EeV

Eankle = 4.9 ± 0.2 EeV

Common declination band

Energy spectrum
Entire sky of TA and Auger



Mass composition using Xmax
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Figure 14. Mean Xmax as a function of energy as observed by Telescope Array in BR/LR hybrid mode over
8.5 years of data collection. The numbers above the data points indicate the number of events observed.
The gray band is the systematic uncertainty of this analysis. Reconstructed Monte Carlo of four di↵erent
primary species generated using the QGSJet II-04 hadronic model are shown for comparison.

nitrogen, but statistics in the data there are very poor. Care must be taken in interpreting Figure 14,
since hXmaxi by itself is not a robust enough measure to fully draw conclusions about UHECR
composition. When comparing hXmaxi of data to Monte Carlo, in addition to detector resolution and
systematic uncertainties in the data which may hinder resolving the between di↵erent elements with
relatively similar masses, the issue of systematic uncertainties in the hadronic model used to generate
the Monte Carlo must also be recognized. This will be discussed in Section 5. Referring back to
Figures 12 and 13, we can see that though the hXmaxi of the data in Figure 14, lies close to QGSJet II-
04 helium, the �(Xmax) of the data is larger than the helium model allows for energy bins with good
data statistics. For this reason, we will test the agreement of data and Monte Carlo by comparing
not just hXmaxi and �(Xmax), but by using the entire distributions. The elongation rate of the data
shown in Figure 14 found by performing a �

2 fit to the data is found to be 56.8± 5.3 g/cm2/decade.
The �

2/DOF of this fit is 10.67/9. Table 4 summarizes the observed first and second moments of
TA’s observed Xmax for all energy bins.

5. STATISTICAL HYPOTHESIS TESTS

5.1. Method

ApJ, 858, 76(2018)

V. de Souza et al (Mass Composition 
WG), Proc. of ICRC 2017 

2

Take away message

We present the 
solution for a 
decade-long 
controversy.

TA and Auger 

composition measurements (Xmax) 

agree within the systematics 

18.2 < log
10

(E/eV) < 19.0

arXiv: 1808.03680

8

ξ-0.6 -0.4 -0.2 0 0.2 0.4 0.6

to
t

)/N
Fe

-N p
(N

-1.5

-1

-0.5

0

0.5

1

1.5

18.2<log(E)<18.4

FIG. 3. Fractional di↵erence for proton and iron ⇠ distribu-
tions for the energy bin 1018.2 eV < E < 1018.4 eV.
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No GZK γ-ray and neutrino at the highest energies
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Results: photon flux limits

E0, eV 1018.0 1018.5 1019.0 1019.5 1020.0

� candidates 1 0 0 0 1
n̄ < 5.14 3.09 3.09 3.09 5.14
A

eff

77 255 852 2351 4055
F� < 0.067 0.012 0.0036 0.0013 0.0013

/PRELIMINARY/

models from J. Alvarez-Muniz et al. EPJ Web Cong. 53, 01009 (2013)

Results

I 0 neutrino candidates after cuts, n̄⌫ < 2.44 (90% C.L.)
I Exposure:

I Geometric exposure for ✓ 2 (45�, 90�): 8042 km2 sr yr
I probability to interact in the atmosphere: 1.4 ⇥ 10�5

I trigger, reconstruction and quality cuts efficiency ⇠ 7%
I ⇠ cut efficiency: ⇠ 24%
I total exposure (all flavors): A = 1.9 ⇥ 10�3 km2 sr yr

I Single flavor diffuse neutrino flux limit for E > 1018 eV:
E

2
f⌫ < 1.4 ⇥ 10�6 GeV cm�2s�1sr�1 (90% C.L.)
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G. I. Rubtsov et al., UHECR 2018

p-induced EAS �-induced EAS

Photon-induced showers:
I arrive younger
I contain less muons
I ) multiple SD observables affected:

I front curvature, Area-over-peak, number of FADC
signal peaks, �2/d .o.f ., S

b

Neutrino search strategy

young shower, ✓ = 19.5�

neutrino shower, ✓ = 78.6�

old shower, 78.3�

I Neutrino-induced showers
are young while very
inclined

I Waveform has many peaks

upper layer lower layer
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Results

justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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Λ% = 50.47 ± 6.26 /010 2/456

elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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<E>=1018.68	eV			√sNN=95TeV
Systematic	error	contains
• Hadronic	model	dependence	(�17mb)
• 1%	photon	contamination	(+23mb)
• 20%	He	contamination	(-18mb)

included. This includes the statistical (outer/thinner error
bar) and the systematic (inner/thicker error bar).

V. PROTON-PROTON CROSS SECTION

From the TA proton-air cross section result we can
determine the total proton-proton cross section. The proc-
ess of inferring σp−p from σinelp−air is described in details in
[35], and [36].
The σp−p is calculated from the measured cross section,

also known as the inelastic cross section σinelp−air, using both
Glauber Formalism [37] and the relation:

σinelp−air ¼ σtotalp−air − σelp−air − σqelp−air ð3Þ

Where σtotalp−air is the total cross section, σelp−air is the elastic
cross section and σqelp−air is the quasielastic cross section.
The quasielastic cross section corresponds to scattering
processes in which nuclear excitation occurs without
particle production.
The relation between the σinelp−air and the σp−p is highly

dependent on the forward scattering elastic slope B.

B ¼ d
dt

!
ln
dσelp−p
dt

"

t¼0

ð4Þ

This is shown in the B, σtotalp−p plane in Fig. 8. Here the
solid and dotted curves represent a constant value of σinelp−air
that reflects the Telescope Array measured value and the
statistical fluctuations.
There have been many theories predicting the relation-

ship between B and σp−p. However many of these models
either failed to describe the elastic scattering data, or the

elastic slope energy dependence from the Tevatron
([35,38,39]). A more updated theory using the single
pomeron exchange model while describing the Tevatron
data correctly is not consistent with the Unitarity constraint
([35,40]). Here the unitarity constraint is shown by solid
grey shaded area in Fig. 8. A more recent prediction is the
BHS fit [5]. It is consistent with unitarity while using a
QCD inspired fit to the pp and p̄p data from the Tevatron.
The dashed line in Fig. 8 shows the BHS prediction. Here
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justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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032007-5!789:;:<=> = 567.0 ± 70.5[/010]86AB6C[/D/] 5E

<E>=1018.68	eV			√sNN=95TeV
Systematic	error	contains
• Hadronic	model	dependence	(�17mb)
• 1%	photon	contamination	(+23mb)
• 20%	He	contamination	(-18mb)

included. This includes the statistical (outer/thinner error
bar) and the systematic (inner/thicker error bar).

V. PROTON-PROTON CROSS SECTION

From the TA proton-air cross section result we can
determine the total proton-proton cross section. The proc-
ess of inferring σp−p from σinelp−air is described in details in
[35], and [36].
The σp−p is calculated from the measured cross section,

also known as the inelastic cross section σinelp−air, using both
Glauber Formalism [37] and the relation:

σinelp−air ¼ σtotalp−air − σelp−air − σqelp−air ð3Þ

Where σtotalp−air is the total cross section, σelp−air is the elastic
cross section and σqelp−air is the quasielastic cross section.
The quasielastic cross section corresponds to scattering
processes in which nuclear excitation occurs without
particle production.
The relation between the σinelp−air and the σp−p is highly

dependent on the forward scattering elastic slope B.

B ¼ d
dt

!
ln
dσelp−p
dt

"

t¼0

ð4Þ

This is shown in the B, σtotalp−p plane in Fig. 8. Here the
solid and dotted curves represent a constant value of σinelp−air
that reflects the Telescope Array measured value and the
statistical fluctuations.
There have been many theories predicting the relation-

ship between B and σp−p. However many of these models
either failed to describe the elastic scattering data, or the

elastic slope energy dependence from the Tevatron
([35,38,39]). A more updated theory using the single
pomeron exchange model while describing the Tevatron
data correctly is not consistent with the Unitarity constraint
([35,40]). Here the unitarity constraint is shown by solid
grey shaded area in Fig. 8. A more recent prediction is the
BHS fit [5]. It is consistent with unitarity while using a
QCD inspired fit to the pp and p̄p data from the Tevatron.
The dashed line in Fig. 8 shows the BHS prediction. Here
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FIG. 7 (color online). The proton-air cross section result of this
work, including the statistical (outer/thinner) and systematic
(inner/thicker) error bar. The result of this work is shown in
comparison to other experimental results [1,2,28–34]. In addi-
tion, the high-energy models (QGSJETII.4, QGSJET01,
SIBYLL, EPOS-LHC) cross section predictions are also shown
by solid line, fine dashed line, dotted line, and dashed line
consecutively.
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FIG. 9 (color online). The proton-proton cross section vs the
center of mass energy result of this work, including the statistical
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symbols consecutively [41]. The recent result from LHC is also
shown by the star marker [42]. The result of this work is shown in
comparison to previous work by cosmic rays detectors
([1,2,29,32]). The dashed curve is the QCD inspired fit by
BHS [7].
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Result	2	
(model	and	mass	dependences)

• Same	trend	with	all	models
• Same	trend	with	Fe	primary,	but	less	excess

with QGSJET II-04 for proton are 1.67! 0.10ðstatÞ !
0.36ðsystÞ at 1910m<R<2160m and 2.75!0.32ðstatÞ!
0.60ðsystÞ at 2760 m < R < 3120 m. The observed lateral
distribution (circles) decreases less with radial distance than
that of all hadronic interaction models (other points).
We calculated lateral distributions for iron showers

using the MC with QGSJET II-03. Figure 7 shows lateral
distributions of the ratio of the data to the MCs for the
proton and iron. The average signal of the data is larger than
the MC for iron for R≳ 2500 m. For the smaller distances,

the difference between the data and the MC for iron is
smaller than systematic errors. Table I summarizes the
results in each R.
Figure 8 shows the correlation between the muon purity

expected from the MC and the ratio of the signal size of the
data to that of the MC. We loosened the cut condition of
the zenith angle of air showers from 45° to 55° to see the
correlation precisely. On the high muon purity condition
(30°<θ<45°;150°< jϕj<180°, 2000 m < R < 4000 m,
magenta filled circle in Fig. 8), the muon purity and the
ratio of the data to the MC are 65% and 1.88! 0.08ðstatÞ!
0.42ðsystÞ, respectively. In the case of the low muon
purity condition (θ<30°;jϕj<30°;2000m<R<4000m,
black open circle in Fig. 8), they are calculated to be 28%

FIG. 6. Same as Fig. 5, but with the MCs using other hadronic
models. (top) Lateral distributions of the average signal size
assuming the histograms follow the Poisson distribution. The
black, red, blue, green and yellow represent data, QGSJET II-03,
QGSJET II-04, EPOS1.99 and SIBYLL2.1, respectively. To make
error bars easy to see, the plots for the latter three models are
shifted to the right. (bottom) The average ratio of the data to the
MC. The color corresponds to MC hadronic models described in
the top figure.

FIG. 7. Ratios of the signal size of the data to the MCs for the
proton and iron. The red and blue points represent the ratios of
the data to the MC for proton and that for iron, respectively. The
vertical thin error bars and shaded thick error bars represent
statistical errors and quadratic sums of statistical and systematic
errors, respectively.

TABLE I. Ratio of observed SD signal sizes to MC predictions
using QGSJET II-03 as a function of R. Errors due to statistical
error (stat.) and systematic error (syst.) are described.

R (m) Ratio!σstat ! σsyst

Proton Iron

[1500, 1695] 1.47þ0.09
−0.08 ! 0.35 1.16þ0.07

−0.06 ! 0.28
[1695, 1915] 1.56þ0.09

−0.08 ! 0.35 1.16! 0.06! 0.26
[1915, 2160] 1.72! 0.10! 0.37 1.26! 0.07! 0.27
[2160, 2445] 1.69! 0.12! 0.37 1.22! 0.08! 0.27
[2445, 2760] 2.05! 0.18! 0.46 1.38! 0.11! 0.31
[2760, 3120] 3.14! 0.36! 0.69 1.74! 0.19! 0.38
[3120, 3525] 3.49! 0.68! 0.86 1.71! 0.30! 0.42
[3525, 4180] 5.18! 1.64! 1.27 2.96! 0.83! 0.72
[4180, 4500] 1.85! 1.95! 1.81 0.99! 0.99! 0.96
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TABLE I. Ratio of observed SD signal sizes to MC predictions
using QGSJET II-03 as a function of R. Errors due to statistical
error (stat.) and systematic error (syst.) are described.
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Cross section Muon deficits in simulation

Interaction physics (√s~100 TeV)

1018.8 eV < E < 1019.2 eV
1018.3 eV < E < 

1019.3 eV
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1st-half 5 years : 72 events
Hotspot position = 5.0s

2nd-half 5 years : 85 events
Hotspot position = 2.0s

Independent Analysis (>57EeV)

25o oversampling radius

From JPS2018 meeting S. Ogio & K. Kawata K. Kawata et al., UHECR 2018

TA hotspot updates (E>57 EeV)



10-years TA hotspot (E>57 EeV)
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5.0s

Integral Time Variation of the Hotspot

à Consistent with linear increase within 2s

Deviation from the linear increase for 10 years

From JPS2018 meeting S. Ogio & K. Kawata

K. Kawata et al., UHECR 2018



Flux pattern analysis using starburst galaxies catalog
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Search for Correlation with SBG 
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ü Same sources and parameters 
as Auger-best fit

ü No scan over parameters, 
no statistical penalty

ü UHECR attenuation neglected, 
found negligible by Auger (most 
of the flux from within a few Mpc) 

ü Auger best-fit parameters
- Anisotropic fraction fani=9.7%
- Search radius y=12.9o
- Energy threshold ETH=39EeV
(43EeV in the TA energy scale)

ü Strong radio source : M82 
in the northern sky
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Short-time bursts showers correlating with lightnings
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Figure 5: Normal event 080701-234921-873245. Top: Particle hit
mapping. The point size corresponds to the number of detected par-
ticles. The point color shows particle arrival timing. The adjacent
number is vertical equivalent muon. Middle: Lateral arrival timing
distribution. Bottom: Lateral distribution of the number of detected
particles.
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Figure 6: Signal waveforms from SDs in the vicinity of shower core.
Red and blue correspond to the two PMT channels for two layers of
scintillator. Each horizontal level corresponds to the pedestal of indi-
vidual SD. Vertical value has shifted to avoid superposition of wave-
forms from different SDs. Top: Burst event 120706-014911-184219.
Middle: Burst event 120706-014911-184307. Bottom: Normal event
080701-234921-873245.
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Figure 3: Burst event 120706-014911-184219. Top: Particle hit map-
ping. The point size corresponds to the number of detected particles.
The point color shows particle arrival timing. The adjacent number is
vertical equivalent muon. Middle: Lateral arrival timing distribution.
Bottom: Lateral distribution of the number of detected particles.
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Figure 4: Burst event 120706-014911-184307. Top: Particle hit map-
ping. The point size corresponds to the number of detected particles.
The point color shows particle arrival timing. The adjacent number is
vertical equivalent muon. Middle: Lateral arrival timing distribution.
Bottom: Lateral distribution of the number of detected particles.
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Bottom: Lateral distribution of the number of detected particles.
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Figure 4: Burst event 120706-014911-184307. Top: Particle hit map-
ping. The point size corresponds to the number of detected particles.
The point color shows particle arrival timing. The adjacent number is
vertical equivalent muon. Middle: Lateral arrival timing distribution.
Bottom: Lateral distribution of the number of detected particles.
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Figure 8: The color scale shows the height from ground up to 3,000 m.
The red points show shower core hit positions. The blue circle shows
lightning position with 300 m radius of uncertainty. Synchronized
(intracloud) lightning is set at z = 3, 000 m.

lightning, and negative peak current. Related lightning
tends to have the flag indicating cloud to ground light-
ning, and negative peak current.

4. Comparison with Precedents

The TASD burst events have similar features to prior
observations.

Dwyer, et al. [9] reported high energy radiation on
the ground from each step of the stepped leader pro-
cess. The time intervals of the stepped leader are in the
10 microsecond to 100 microsecond range. TASD burst
events have time intervals of similar duration.

Several satellites observed high energy radiation
bursts correlated with lightning. Cummer, et al. [19] re-
ported high energy radiation detected by satellite, which
is correlated with positive lightning. In contrast, TASD
burst events on the ground are correlated with negative
lightning. In both situations, the electric field direction
works to accelerate electrons towards the detector.

Briggs, et al. [2] reported high energy radiation at
satellite, which shows roughly two types of burst wave-
forms. One is Gaussian like and the other is log-normal
like. TASD burst events also have roughly two type of
waveforms. Figure 10 is Gaussian like, and Figure 11
is log-normal like. Although the signal shapes of TASD
burst events and terrestrial gamma-ray flashes detected
by satellite are similar, the signal timescale of SD events
is about 2 orders of magnitude shorter. This can be due
to the difference of the size of accelerating region or the
distance between the radiating point and the detector.
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Figure 9: Time difference between lighting and all TASD events (in-
cluding non-burst events). The bin width is 2 ms. Synchronized light-
ning occurs in the central bin. The remainder of bins are included in
the category of related lightning.

5. Conclusion and Discussion

We have detected bursts of high energy events us-
ing the TASD. By comparing the times and positions of
these events with lightning data in the NLDN database,
we infer that these events seem to come from negative
high current intracloud lightning. There is no evidence
that burst events come from cloud to ground lightning.

What generates these individual events in a burst? We
do not have a clear answer. The event rates in bursts are
inconsistent with the flux of cosmic rays with energies
estimated by deposited energies in SDs. By the time in-
terval of events in a burst, it seems that they come from
the stepped leader process. We summarize the features
of the TASD bursts:

1. This burst phenomenon does not come from thun-
derstorm intermittently. It comes from negative
high current intracloud lightning.

2. The reconstructed shower directions, within recon-
struction accuracy, indicate that they come from a
small region at low altitudes in the sky.

3. These showers seem to start development at low
altitudes in the sky, as determined by shower front
curvature.

4. The time gap of detected radiation on the wave-
form is consistent with stepped leader process.
(Several tens of microseconds.) These showers are
generated at the initial processes of the lightning
flash.

5. There is a less-sharp rising edge feature on the
waveform at the detectors near shower cores for

8

Lightning
Altitude [m]



Ongoing upgrade: TA×4
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11

Wave length shifting fiber

11

- TAx4 uses WLSFiber  , Kuraray Y-11(200).   (D=1.2mm L=6.1m  λ
att

 ~3.7m )

   same as TA except length of a fiber

TA SD TAx4 SD 

5 m  fiber    

Spacing 2cm

6.1 m  fiber     

Spacing 4cm

1 fiber route on scintillator 2 time.

- Fiber layout and number are changed to reduce assembly time and cost.

– Non uniformity is smaller than < 15%  at measurement with test assembly.

– Less number of fiber to assemble gives shorter assemble time.

– Total length of fiber is  < ~1/3 . It gives cost reduction.
R&D by K.Saito (ICRR)

UHEAP 2016 @ University of Chicago 

Achieving a detailed measurement on the hotspot
TA×4 will enlarge the fourfold coverage, 3000 km2

 E. Kido et al., UHECR 2018

2 clusters in the hotspot 
in the summer of 2020

2014/10/13 H. Sagawa@UHECR2014 31

Expected in 2020 (Simulation)

TA×4
TA SD (~3000 km2):  Quadruple area 

Approved by Japanese government 2015  
500 scintillator SDs 
2.08 km spacing 
3 yrs construction, first 180 SDs have 
arrived in Utah 
Next 60 SDs to be prepared at ICRR and 
SKKU in 2018 and shipped to Utah  

2 FD stations (12 HiRes-II telescopes)   
Approved by US NSF 2016 
Telescopes/electronics being prepared at 
Univ. of Utah 
First light at the northern station!  
Site construction underway at the 
southern station.  

Get 19 TA-equiv years of SD data by 2020 
Get 16.3 (current) TA years of hybrid data 

TA SD array

TA×4 array

TALE SD array

TA×4 FD FOV

TA×4 arrayTA×4 FD FOV

 37

180 TA SDs ready to be deployed

6 Auger SDs,  [S. Quinn et 
al., ICRC 2017]

SD assembling @ Akeno

TA×4 FD constructed 
(2018 Feb)



Summary and future perspectives
Achieve 10-years observation with Telescope Array Experiment.

Precise measurements on energy spectrum, mass composition and 
anisotropy at the northern hemisphere.

Pioneering studies on the interaction physics beyond the LHC energies.

Short-time burst showers correlating with lightings.

TA×4 will provide us a four-times statistics of UHECRs.

19
СПАСИБО！
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Energy spectrum
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F. Fenu, M. Unger in ICRC 2017
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Y. Tsunesada in ICRC 2017

Es = 65 ± 5 EeV Es = 39 ± 2 EeV

Eankle = 4.9 ± 0.2 EeV Eankle = 5.1 ± 0.1 EeV



Energy spectrum comparison
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TA/Auger Spectrum Working Group Report Dmitri Ivanov

uses events with zenith angles below 45° (seen in Figure 1), while the measurement that starts at
1019 eV uses events up to 55° in zenith angle (seen in Figures 3, and 5). The Auger and TA SD
energy spectra are shown in the left panel of Figure 1, multiplied by energy cubed to emphasize the
changes in the power law. Both Auger and TA clearly see the ankle and the suppression. Evidently,
there is an overall energy scale difference between the two measurements, as well as (possibly)
energy-dependent differences: if fitted to a broken power law shape, the Auger second break point
occurs at 1019.62±0.02 eV, while the corresponding break in TA is seen at 1019.78±0.06 eV, a factor
of 1.4 ± 0.2 higher.
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Figure 1: Energy spectrum measurements by the Auger [8] and TA [9] surface detectors. Left:
Using energy scales of Auger and TA. Right: TA energy scale is reduced by 5.2% while Auger
energy scale is increased by 5.2%.

As pointed out in Section 1, although the TA and Auger techniques of reconstructing SD
event energies are very similar, there do exist differences in their respective instruments and the
methods of how the final primary energies are assigned. The systematic uncertainty in the overall
energy scale is 14% for Auger and 21% for TA, while the uncertainties due to the exposure and
the unfolding of the effects of the resolution are subdominant. As the right panel of the Figure 1
shows, the Auger and TA spectra are in a good agreement in the ankle region (from 1018.4 eV to
' 1019.4 eV), when the Auger energies are increased by +5.2% and the TA energies are reduced by
5.2%. Such shifts are well within the stated uncertainties in the energy scales of both experiments.
A large difference remains above ' 1019.5 eV, in the region of the suppression.

The sources of differences in the energy scales of both experiments, as well as the exposure
and resolution unfolding calculations, have been cross-checked in the UHECR-2014 meeting. In
the WG report of UHECR-2016, and in this work, we focus on the remaining difference in the
region of the high energy suppression. To determine whether this difference is an instrumental or
an astrophysical effect, we have performed a comparison of Auger and TA spectra in the common
declination band, a range of declination values that is in the field of view of both experiments:
�15.7° < d < 24.8°. In this work, we use the Auger and TA analyses with upper limits on the
event zenith angles of 60° and 55°, respectively. Moreover, for the purposes of this comparison,
we use a new spectrum calculation technique that takes into account the details of the Auger and
TA exposure dependence on the declination [3].

20

Calibration of TA FD with ELS Bokkyun Shin

PMTs in the two BRM telescopes that see the ELS beam. Q is defined as the beam charge [pC]
measured by the core monitor.

The beam measurement by the FC is destructive, so we measure the Q of an ELS run by using
the non-destructive core monitor (CM) measuring the beam current of each ELS shot. The CM is
used as a relative monitor with its absolute sensitivity calibrated by dedicated calibration runs using
the FC before each ELS run. One of the results of the FC-CM calibration run is shown in Figure 2.

The Q for the ELS simulation is obtained by making a separate MC run with the FC installed
in the beam line (and destroying the beam at the FC).

Each ELS run is composed of approximately 700 ELS shots into the air at 0.5 Hz. The intensity
of each shot is slowly changed during a run usually covering the range from 20 pC to 200 pC. The
scatter plot of SFADC and Q obtained for each shot is shown in Figure 4. The value of S is obtained
as the slope of a linear fit to the scatter plot.
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Figure 4: Scatter plot of beam charge vs. FADC for one ELS data-set. The data and a fit to the data are
shown in black, and simulation results with three AFY models are shown as red, green, and blue lines.

An ELS simulation run is composed of two independent MC runs: one without the FC in the
beam line to estimate the SFADC generated from the energy deposit in the atmosphere, and another
with the FC in the beam line to estimate the Q of the same ELS beam. Each MC run is composed
of 100k electrons generated (according to the energy distribution and emittance as mentioned in
Section 2) at a point just before the first quadrupole magnet. Approximately 10k electrons peaked
near 40 MeV, and 10k photons significantly below 1 MeV, reach the end of the vertical beam line
and are injected into the air, or into the FC.

The value of SFADC and Q are summed over all the simulated events (100k electrons) and S
is calculated as the ratio of SFADC over Q. Neither the time structure nor the FADC waveform of
each MC event was simulated. We used three different air fluorescence yield (AFY) models in the
FD simulation. The details of the AFY models are described in section 5. We define a ratio R of
the measured S and the value of S expected from the simulation for comparison of data to the AFY
models as,

RAFY = SDATA/SAFY
MC (4.2)

5
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Calibration of TA FD with ELS Bokkyun Shin

of the beam. The emittance (e) and Twiss parameters (a ,b ,g) are related with particle position (X)
and direction(X 0) by e = bX2�aXX 0+gX 02. The emittance and Twiss parameters were measured
by scanning the quadrupole magnets (QM) current and determining the beam size using a beam
spot screen 15 cm downsteam of the second QM. The result of the beam spread measurement is
shown in Table 1.

Axis a b [rad/m ] g [m/rad] e [m rad]
Vertical -0.265 1.320 0.811 8.076e-06

Horizontal -0.369 3.525 0.322 2.743e-06

Table 1: Emittance and Twiss parameters that characterize the ELS beam.

3. ELS Beam Detection by the TA BRM FD

The AF photons from the ELS beam are detected by two of the BRM FD telescopes. The total
field of view (FoV) of the two telescopes is 3� - 33� in elevation, and 18� in azimuth. A typical
ELS data-set was taken with about 700 ELS shots with beam charge varied from 20 pC to 160 pC,
in about 20 minutes of operation. The Figure 3 (left) is an ELS event map of the two telescopes,
and the color axis shows the integrated number of FADC counts.
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Figure 3: Left: Event map of ELS by 512 PMTs which is made accumulated over 700 ELS shots in one
run. Right: FADC waveform of the bottom center PMT. Integration of the FADC signal is performed over
the 4 µs around FADC peak (in the range of the red arrow).

4. Analysis - definition of parameters

We define a variable S as an integrated number of FADC counts normalized to the unit amount
of ELS beam charge,

S = SFADC/Q (4.1)

where SFADC [FADC counts] is obtained from the FD waveform as shown in Figure 3 (Right)
after subtracting the pedestal, integrating over the signal time range, and summing over all the 512

4

Electron light source (ELS)

40 MeV, 109 
electrons, 160 pC

V. Verzi et al., PTEP. 12A103 (2017),
T. Fujii et al., Proc of ICRC 2017

D. Ivanov et al. (Spectrum working group), ICRC 2017

the quenching cross sections (see also [51]), e↵ects that are properly accounted for in Auger

experiment. We note that the 20% di↵erence between the Kakimoto et al. and Airfly absolute

FYs is outside of the range defined by the uncertainties stated by the two measurements,

10% [36] and 3.9% [38], respectively.

Fig. 8 E↵ect of the change of the fluorescence yield (FY) in the reconstruction of the FD

events. Right: shift of TA energies when the Auger FY is used. Left: the shift of the Auger

energies when the TA FY is implemented is shown with red points and the blue points refer

to when the e↵ect of the di↵erent spectral responses of Auger and TA telescopes is taken

into account [49]. The inverse of the TA energy shift of the right figure (E(TA-FY)/E(Auger-

FY)-1) is shown with black points.

The right panel of the Figure 8 describes the e↵ect of changing the fluorescence yield model

in the reconstruction of the fluorescence detector events seen by TA [50]. If TA were to use

the FY model of Auger, the TA energy scale would be reduced by ⇠ 14%. The inverse of

this energy shift is directly comparable with the energy shift that is expected in the case of

Auger using the TA FY, as shown in the left panel of the Figure 8 using black points.

It is not surprising that the �E/E results of the TA and Auger (black and red points

in figure 8 on the left) are di↵erent. For each experiment, the spectrum of the fluorescence

photons detected by the FD is necessarily di↵erent from the one emitted at the axis of

the cosmic ray shower: the fluorescence photon spectrum is folded with the FD spectral

response, and the atmospheric transmission also dependents on the wavelength. Since the

Auger and TA FD spectral responses and atmospheric transmission conditions are generally

di↵erent, we expect larger di↵erences for the higher energy showers that are occurring farther

away from the telescopes. A better agreement between the energy shifts can be obtained by

correcting the Auger energy shift for the e↵ects due to the di↵erent spectral response. The

results of this analysis are shown in the left panel of Figure 8 [49] with blue dots, which are

now in a better agreement with the TA energy shift (black points).

Following the above studies we conclude that, despite the above mentioned inconsistency

between the Airfly [38] and Kakimoto et al. [36] absolute FYs, the di↵erence in the energy

scales of TA and Auger due to the use of a di↵erent FY model are at the level of 10 � 15%

and are roughly consistent with the estimated uncertainties presented in Sec. 3.2.
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ments are not statistically competitive. Nevertheless, they provide a
useful cross-check of the independence of the fluorescence yield to
the type of relativistic particle originating the energy deposit. In-
deed, measurements performed with these secondary beams were
consistent within their 6% statistical uncertainty with the fluores-
cence yield of Eq. (25).

The different contributions to the systematic uncertainty are
summarized in Table 6. Taking these contributions as uncorrelated,
a total systematic uncertainty of 5.8% on Y laser

337 is obtained.

8. Combined fluorescence yield measurement

The fluorescence yield measurements presented in Sections 6
and 7 – YChDiff

337 , YChMirr
337 and Y laser

337 – are found to be in good agreement
within their uncertainties. They are based on very different calibra-
tion light sources – photons from Cherenkov emission or from a
nitrogen laser – whose corresponding systematic uncertainties
are largely uncorrelated. Thus, an appropriate weighted average
of these measurements yields an improved result.

First, the measured fluorescence yields were extrapolated to a
nominal pressure of 1013 hPa and temperature of 293 K. This pro-
cedure, which used our measured p0airð337Þ ¼ 15:89 hPa [12] and
a337 ¼ $0:36 [13], shifted the measurements by less than 0.5%.
Then, a weighted average was performed, taking into account the
correlation between uncertainties. In particular, systematic uncer-
tainties associated to the integrating sphere wavelength depen-
dence, the PMT quantum efficiency, the filter transmittance, the
geometry, the laser probe calibration, and the calibration sphere
transmission were taken as uncorrelated between the Cherenkov
and the laser calibration measurements.

All fluorescence yield measurements at the FNAL Test Beam
Facility were performed with a two-component gas mixture of
nitrogen and oxygen, with a nominal nitrogen fraction of
(79 ± 1)%. In [12], the fluorescence yield of the two-component
mixture was found to be consistent at 1% level with that of a stan-
dard dry air-like three-component mixture of nitrogen ((78 ± 1)%),
oxygen and argon. Measurements with these two mixtures and
ambient air were also performed with the radioactive source setup
of Section 2.4, yielding results consistent within 1%. We thus assign
an additional 1% systematic uncertainty to Y337 due to the uncer-
tainty on the nitrogen fraction.

The fluorescence yield of the 337 nm band in standard dry air at
1013 hPa and 293 K was then found to be:

Y337 ¼ 5:61% 0:06stat % 0:22syst photons=MeV; ð26Þ

where the statistical and systematic uncertainties are quoted
separately.

Of the recent fluorescence yield experiments, only a few [6,10]
have measured the yield of the 337 nm band in air and can be di-
rectly compared with the AIRFLY measurement of Eq. (26). Most of
the experiments [5,7–9] report a fluorescence yield integrated over
the spectrum between &300 to 400 nm. To compare with these

experiments, we convert the integrated yield into a yield of the
337 nm band by using the spectrum measured by AIRFLY [12]. Re-
sults for Y337 are compared in Fig. 10. The AIRFLY measurement is
compatible with previous measurements and presents the smallest
uncertainty. It is also compatible with the detailed study by [27],
where it is argued that some of these measurements should be cor-
rected for a systematic bias in their calculation of the energy
deposit.

9. Conclusions

We have performed a precise measurement of the absolute
fluorescence yield of the 337 nm band in air relevant for UHECR
experiments. The fluorescence emission was calibrated by a known
light source – Cherenkov emission from the beam particle or a cal-
ibrated nitrogen laser – measured in the same apparatus. With this
novel experimental method, the impact of the photomultiplier
detection efficiency was minimized, reducing significantly the sys-
tematic uncertainty. Two independent calibrations provided con-
sistent results, and a total uncertainty of 4% on the absolute
fluorescence yield was achieved.

The AIRFLY measurements – the absolute yield reported here
and the pressure, temperature and humidity dependence of the
fluorescence spectrum [12,13] – provide the most comprehensive
and precise parameterization of the fluorescence yield currently
available. These measurements have direct implications for UHECR
experiments which employ Fluorescence Detectors to determine
the cosmic ray energy. For example, the absolute fluorescence yield
of the 337 nm band reported here is 11% and 30% larger than that
currently adopted by the Pierre Auger Observatory [17,37] and by
the Telescope Array [18,38], respectively. While the actual effect on
the UHECR energy spectrum also depends on the specific fluores-
cence spectrum adopted by these experiments, a downward shift
of the energy scale by at least &10% is implied by the AIRFLY result.
At the same time, the uncertainty on the energy scale associated to
the fluorescence yield, currently a major contribution [17,18], will
be reduced by a factor of about three.

In principle, the experimental methods developed by AIRFLY
could be further refined to improve the precision of the fluores-
cence yield. In particular, the 5% systematic uncertainty of the laser
energy probe – the main systematic of the pulsed laser calibration
method – may be reduced, or a continuous laser absolutely cali-
brated to 1–2% could be employed. However, the uncertainty on
the energy scale of UHECR experiments is likely to be dominated
by other contributions, including the absolute calibration of the

Table 6
Systematic uncertainties on the fluorescence yield measured with laser calibration,
Y laser

337 .

Data selection and background subtraction 1.0%
rN2 1.0%
Integrating sphere efficiency 0.9%
Geometry 0.3%
Laser probe calibration 5.0%
Calibration sphere transmission 0.8%
Simulation of energy deposit 2.0%
Monte Carlo statistics 1.0%

Total 5.8%

 [photons/MeV]337Y
3 4 5 6 7 8 9 10

Kakimoto et al. [5]

Nagano et al. [6]

FLASH Coll. [7]

AIRFLY Coll.
this measurement

MACFLY Coll. [8]

Lefeuvre et al. [9]

Waldenmaier et al. [10]

Fig. 10. Experimental results on Y337. For some experiments, the fluorescence yield
of the 337 nm band is derived from the integrated yield measured between &300 to
400 nm (see text for details).

M. Ave et al. / Astroparticle Physics 42 (2013) 90–102 101
Fluorescence yield (FY)10% energy scale difference in TA/Auger

Systematic uncertainties: 14% in Auger, 21% in TA
TA

Auger

ELS result

M. Ave et al. Astropart.Phys. 42 (2013) 90–102
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Figure 14. Mean Xmax as a function of energy as observed by Telescope Array in BR/LR hybrid mode over
8.5 years of data collection. The numbers above the data points indicate the number of events observed.
The gray band is the systematic uncertainty of this analysis. Reconstructed Monte Carlo of four di↵erent
primary species generated using the QGSJet II-04 hadronic model are shown for comparison.

nitrogen, but statistics in the data there are very poor. Care must be taken in interpreting Figure 14,
since hXmaxi by itself is not a robust enough measure to fully draw conclusions about UHECR
composition. When comparing hXmaxi of data to Monte Carlo, in addition to detector resolution and
systematic uncertainties in the data which may hinder resolving the between di↵erent elements with
relatively similar masses, the issue of systematic uncertainties in the hadronic model used to generate
the Monte Carlo must also be recognized. This will be discussed in Section 5. Referring back to
Figures 12 and 13, we can see that though the hXmaxi of the data in Figure 14, lies close to QGSJet II-
04 helium, the �(Xmax) of the data is larger than the helium model allows for energy bins with good
data statistics. For this reason, we will test the agreement of data and Monte Carlo by comparing
not just hXmaxi and �(Xmax), but by using the entire distributions. The elongation rate of the data
shown in Figure 14 found by performing a �

2 fit to the data is found to be 56.8± 5.3 g/cm2/decade.
The �

2/DOF of this fit is 10.67/9. Table 4 summarizes the observed first and second moments of
TA’s observed Xmax for all energy bins.

5. STATISTICAL HYPOTHESIS TESTS

5.1. Method

18.8 ≦ log(E) < 18.9, N = 13218.2 ≦ log(E) < 18.3, N = 801

V. de Souza et al (Mass Composition 
WG), Proc. of ICRC 2017 

2

Take away message

We present the 
solution for a 
decade-long 
controversy.

TA and Auger 

composition measurements (Xmax) 

agree within the systematics 

18.2 < log
10

(E/eV) < 19.0

  14

X
max

 moments
(combining HeCo and FD-standard)

  14

X
max

 moments
(combining HeCo and FD-standard)

19.4 ≦ log(E) < 19.9, N = 19

M. Unger et al., ICRC 2017, J. Bellido et al., ICRC 2017
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FLUX MAP ABOVE 8 EeVFLUX MAP ABOVE 8 EeV

Galactic center

Equatorial coordinatesLarge/intermediate scale anisotropies
24

All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

K. Kawata et al., Proc. of ICRC 2015

✦ TA Hotspot: E > 57 EeV, 3.4σ (5.1σ local) anisotropy [TA collab. ApJL, 790:L21 (2014)]

✦ TA (7 years, 109 events above 57 EeV)+ Auger(10 years, 157 events above 57 
EeV), 20° circle oversampling

✦ E > 57 EeV, no excess from the Virgo cluster
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Significance 
(pre-trial)

modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Auger dipole: E > 8 EeV, 6.5% dipole structure with 5.2σ 

the source, the integral being set by its flux attenuated above
the chosen energy threshold, and the angular width—or search
radius101—being a free parameter common to all sources. No
shift of the centroid position is considered, avoiding depend-
ence on any particular model of the Galactic magnetic field in
this exploratory study. After mixing the anisotropic map with a
variable fraction of isotropy, as in Abreu et al. (2010), the
model map is multiplied by the directional exposure of the
array and its integral is normalized to the number of events.
The model map thus depends on two variables aimed at
maximizing the degree of correlation with UHECR events: the
fraction of all events due to the sources (anisotropic fraction)
and the rms angular separation between an event and its source
(search radius) in the anisotropic fraction.

We perform an unbinned maximum-likelihood analysis, where
the likelihood (L) is the product over the UHECR events of the
model density in the UHECR direction. The test statistic (TS) for
deviation from isotropy is the likelihood ratio test between two
nested hypotheses: the UHECR sky model and an isotropic
model (null hypothesis). The TS is maximized as a function of
two parameters: the search radius and the anisotropic fraction.
We repeat the analysis for a sequence of energy thresholds.

For a given energy threshold, we confirmed with simulations
that the TS for isotropy follows a 2D distribution with two degrees
of freedom, as expected (Wilks 1938), directly accounting for the
fit of two parameters of the model. As in Aab et al. (2015b), we
penalize the minimum p-value for a scan in threshold energy, by
steps of 1 EeV up to 80 EeV, estimating the penalty factor with
Monte-Carlo simulations. The p-values are converted into
significances assuming 1-sided Gaussian distributions.

4.2. Single Population against Isotropy

Previous anisotropy studies (e.g., Aab et al. 2015b) have
considered a scan in energy threshold starting at 40 EeV, where
the observed flux reaches half the value expected from lower-
energy extrapolations, but as shown in Figure 1, there is a
maximum in the significance close to this starting point.
Therefore we have evaluated the TS down to 20 EeV.

The TS is maximum for SBGs above 39 EeV (894 events),
with or without attenuation. For γAGNs, the TS is maximum
above 60 EeV (177 events) after accounting for attenuation.
As shown in Figure 1, left, attenuation mildly impacts SBGs
that are nearby: we obtain TS=24.9/25.5/25.7 for scenarios

A/B/C, respectively. The impact is more pronounced for
γAGNs, a larger attenuation reducing contributions from
distant blazars: we obtain a maximum TS of 15.2/9.4/11.9
for scenarios A/B/C. Shifting the energy scale within
systematic uncertainties ( 14%o ) affects the maximum TS
by±1 unit for γAGNs,±0.3 for SBGs.
Penalizing for the energy scan, the maximum TS obtained

for SBGs and γAGNs within scenario A corresponds to 4.0T
and 2.7T deviations from isotropy, respectively. As shown in
Figure 2 (left), the maximum deviation for γAGNs is found at
an angular scale of 7 2

4n�
� and a 7 4%o fraction of anisotropic

events. For SBGs, a stronger deviation from isotropy is
uncovered at an intermediate angular scale of 13 3

4n�
� and an

anisotropic fraction of 10 4%o . The systematic uncertainty
induced by the energy scale and attenuation scenario is at the
level of 0.3% for the anisotropic fraction and 0°.5 for the search
radius obtained with SBGs.
For Swift-BAT and 2MRS sources attenuated within scenario

A, we obtain maximum TSs of 18.2 (3.2T) above 39 EeV and
15.1 (2.7T) above 38 EeV, respectively (see Figure 1, right).
These correspond to values of the best-fit parameters of 12 4

6n�
�

and 7 %3
4

�
� for Swift-BAT, 13 4

7n�
� and 16 %7

8
�
� for 2MRS.

The different degrees of anisotropy obtained from each
catalog can be understood from Figure 3 (top) showing a
UHECR hotspot in the direction of the CentaurusA/M83/
NGC4945 group. The γAGN model ( 60 EeV� ) and Swift-
BAT model ( 39 EeV� ) are dominated by CentaurusA, which
is 7n and13n away from NGC4945 and M83, respectively. The
starburst model additionally captures the UHECR excess close
to the Galactic South Pole, interpreted as contributions from
NGC1068 and NGC253, yielding an increase in the
anisotropy signal from 3T_ to 4T. Additional diffuse
contributions from clustered sources in the 2MRS catalog are
not favored by the data, resulting in the smaller deviation from
isotropy.

4.3. Composite Models against Single Populations

To compare the two distinct gamma-ray populations above
their respective preferred thresholds, we investigate a compo-
site model combining contributions from γAGNs and SBGs,
adopting a single search radius and leaving the fraction of
events from each population free. The TS in this case is the
difference between the maximum likelihood of the combined
model and that of the null hypothesis of a single population at

Figure 1. TS scan over the threshold energy for SBGs and AGNs (left) and Swift-BAT and 2MRS sources (right), including attenuation (lighter dashed lines) or not
(darker solid lines).

101 Inverse square root of Fisher’s concentration parameter.
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✦ Flux pattern correlation [Pierre Auger collab. ApJL, 853:L29 (2018)]

✦ With a flux pattern of starburst galaxies, isotropy of 
UHECR is disfavored with 4.0σ confidence above 39 
EeV 

✦ 9.7% anisotropic fraction and 12.9° angular scale

✦ The other three flux patterns: 2.7σ–3.2σ
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An overview of energy spectrum, mass composition and anisotropy
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Galactic center

Equatorial coordinates All Sky Survey with TA&PAO 
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       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Doublet  
('T=1.31o) 

Triplet? or 
Doublet 

('T=1.35o) 

Small-scale anisotropy  

19.07.2017 slide 15 of 17 TA anisotropy summary//ICRC2017 

Autocorrelations 

Auger 6 years (6 events) 

TA 9 years (23 events) 

2 doublets above 100 EeV. 
Æ the probability to have �2 doublets at �       deg is  
    P = 0.30% (2.8V) 

Pierre Auger Collab. Science 357, 1266 (2017) K. Kawata et al., Proc. of ICRC 2015 S. Troitsky et al., Proc. of ICRC 2017

E > 8 EeV E > 57 EeV E > 100 EeV

P. Sanchez-Lucas et al., 
Proc of ICRC 2017
Pierre Auger collab., 
Phys.Rev.D 96,122003 
(2017)

Data points from 
I. Valino et al., 
Proc. of ICRC 
2015,  D. Ivanov 
at al., Proc. of 
ICRC 2015

⇒ Need more statistic of ultrahigh energy cosmic rays (UHECRs)arXiv:1808.03579 
Increase dipole amplitude above 4 EeV

http://arxiv.org/abs/arXiv:1808.03579
http://arxiv.org/abs/arXiv:1808.03579


Physics goal and future perspectives
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Origin and nature of ultrahigh-energy cosmic rays (UHECRs) and
particle interactions at the highest energies

Exposure and full sky coverage
TA×4 + Auger
K-EUSO : pioneer detection from 
space with an uniform exposure in 
northern/southern hemispheres

Detector R&D
Radio, SiPM, 
Low-cost 
fluorescence 
detector

“Precision” measurements 
AugerPrime 
Low energy enhancement
(Auger infill+HEAT+AMIGA,
TALE+TA-muon+NICHE)
LHCf/RHICf for tuning models

5 - 10 years 

Next generation observatories
In space (100×exposure): POEMMA
Ground (10×exposure with high quality events):  FAST

10 - 15 years


