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The production of 𝑍 bosons in association with a high-energy photon (𝑍𝛾 production) is
studied in the neutrino decay channel of the 𝑍 boson using 𝑝𝑝 collisions at

√
𝑠 = 13 TeV. The

analysis uses a data sample with an integrated luminosity of 140 fb−1 collected by the ATLAS
detector during Run2 of the LHC. Differential cross-section measurements of 𝑍𝛾 production
in association with hadronic jets are performed for the observables, including those sensitive
to the hard scattering in the event and others which are sensitive to 𝐶𝑃 violation, expected
for some of beyond Standard Model theories. Search of neutral triple gauge-boson couplings
is performed in 𝑍𝛾 production with photon 𝐸𝑇 greater than X GeV. No excess is observed
relative to the Standard Model expectation, and upper limits are set on the strength of 𝑍𝑍𝛾
and 𝑍𝛾𝛾 couplings both in vertex function and effective field theory approaches.
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1 Introduction61

In the absence of clear indications of new physics in collected data, precision measurements of Standard62

Model (SM) processes at LHC remain highly important. In particular, differential distributions play a key63

role to constrain parameters of both SM Lagrangian and its extensions.64

This note presents integrated and differential cross-section measurements of the production of 𝑍 boson65

associated with an isolated photon of high energy in ATLAS experiment. Such study of the boson pairs66

production has been used in many experiments for high precision tests of the Standard Model’s (SM)67

electroweak sector. This production is sensitive to the triple gauge-boson self-couplings (TGCs), which are68

the consequence of the non-Abelian nature of the electroweak symmetry group 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 . The69

couplings of the 𝑍 boson to other bosons have been observed and they are in agreement with the SM70

predictions in LEP, Tevatron and LHC experiments. No experimental evidence has been reported for71

couplings of 𝑍 bosons to photons. These neutral couplings are absent in SM at tree level. Anomalous72

properties of the 𝑍 boson are often constrained in terms of limits on the triple gauge-boson couplings (𝑍𝑍𝛾73

and 𝑍𝛾𝛾). Such limits have been reported by many experiments at the LEP, the Tevatron and the LHC.74

The measurement in this note uses full Run2 dataset of 140 fb−1 of proton–proton (𝑝𝑝) collisions data75

collected with the ATLAS detector at the CERN LHC which operates at a center of mass energy of 1376

TeV.77

The analysis uses 𝑍 → 𝜈�̄� decay channel. The 𝜈�̄�𝛾 final state in the SM mainly can be produced in78

the process with the photon emission by initial state quarks (left diagram in Figure 1). Example of the79

hypothetical triple gauge-boson coupling involving 𝑍 bosons and photons is shown by the right diagram80

in Figure 1. The absence of the final state photon radiation from neutrinos leads to the measurement of81

pure 𝑍 + 𝛾 process (without presence of 𝑍 boson decay with photon in final state), which can be used as a82

probe of boson self-couplings. Also it leads to the simplification in the truth level definition, since one do83

not need to «dress» neutrinos with QED final state radiation photons as electrons or muons in the case of84

𝑍 (ℓ+ℓ−)𝛾 channel. These advantages together with much higher 𝑍 boson branching ratio into neutrinos85

lead to the highest sensitivity of this channel to the neutral anomalous triple gauge couplings. Excellence86

over the hadronic channel of 𝑍 boson decay achieved due to much better background control.87

The events are selected using high 𝐸T single photon trigger. Integrated cross section measurement is made88

for the processes 𝑝𝑝 → 𝜈�̄�𝛾 + 𝑋 with the transverse energy of the photon higher than 150 GeV.89

Cross section is measured differentially for the main kinematic observables and also for sensitive observables90

to the beyond SM theories manifestations. Differential cross sections are compared to the higher order SM91

predictions. The accuracy of the measurement at such high energies exceeds similar measurements done92

with charged lepton channels of 𝑍 boson decay. It allows to perform a crucial test for SM and its possible93

extensions.94

The measured 𝑍𝛾 production cross section at high values of the photon 𝐸T is used to search for anomalous95

triple gauge-boson (𝑍𝑍𝛾 and 𝑍𝛾𝛾) couplings (aTGC).96

This note is structured as follows. The ATLAS detector is briefly described in Section 2. The signal and97

background simulation is presented in Section ??. The object and event selections are described in Section 3.98

The methodologies for the estimation of various backgrounds in this study are discussed in Section 4. The99

discussion on different types of uncertainties for the measurement is given in Section ??. The results100

extraction precedure of integrated and differential cross-section measurements and their comparison with101
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the Standard Model predictions are presented in Sections 5 and ??. The limits on the anomalous triple and102

quartic gauge-boson couplings are presented in Section ??. Section 6 provides the conclusions.103

q

q̄

Z/γ∗

TGC γ

Z/γ∗

Figure 1: Feynman diagrams of 𝑍 (𝜈�̄�)𝛾 production: (left) initial-state photon radiation (ISR) and (right) hypothetical
neutral triple gauge-boson coupling (TGC) vertex.
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2 ATLAS detector104

The ATLAS detector [1] is a multi-purpose particle detector with a forward–backward symmetric cylindrical105

geometry and coverage of nearly the entire solid angle.1 It consists of an inner tracking detector (ID)106

surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic107

(ECAL) and hadronic (HCAL) calorimeters, and a muon spectrometer (MS).108

The ID is used for precise measurements of charged-particle tracks. It is composed of two silicon detectors109

covering the pseudorapidity range |𝜂 | < 2.5: a pixel detector (including the insertable B-layer [2, 3]) and a110

silicon microstrip tracker, surrounded by a straw-tube transition radiation tracker (TRT) with an acceptance111

of |𝜂 | < 2.0, which also contributes to electron identification.112

The ECAL is composed of high-granularity lead/liquid-argon (LAr) calorimeters in the region |𝜂 | < 3.2 and113

copper/LAr calorimeters in the region 3.2 < |𝜂 | < 4.9. It plays a crucial role in photon identification, since114

photons are identified as narrow isolated showers in the ECAL. The HCAL consists of a steel/scintillator-115

tile calorimeter within |𝜂 | < 1.7 and two copper/LAr and tungsten/LAr forward calorimeters within116

1.7 < |𝜂 | < 4.9. The fine segmentation of the ATLAS calorimeter system allows efficient separation of jets117

from isolated prompt photons.118

The MS comprises three large superconducting toroids, each having eight coils, as well as trigger and119

high-precision tracking chamber systems that cover the regions |𝜂 | < 2.4 and |𝜂 | < 2.7, respectively.120

The ATLAS trigger system [4] has two levels, a hardware-based first-level trigger and a software-based121

high-level trigger (HLT). The trigger system selects events from the 40 MHz LHC proton bunch crossings122

at a rate of about 1 kHz.123

An extensive software suite [5] is used in the reconstruction and analysis of real and simulated data, in124

detector operations, and in the trigger and data acquisition systems of the experiment.125

3 Object and Event Selection126

The following section describes the selection criteria for all objects and event candidates.127

More specifically, the definition of photons, jets and ®𝑝 miss
T /𝐸miss

T can be found in Sections 3.1, 3.2 and 3.4128

respectively. Selection criteria for leptons used in background evaluations and for lepton veto are presented129

in Section 3.3. In addition to the basic object selection, it is possible that two or more reconstructed objects130

overlap in (𝜂, 𝜙) space. The definition and order of this overlap removal are explained in Section 3.5. For131

the MC predictions, the lepton and photon data/MC efficiency correction scale factors are included. The132

simulated lepton and photon four-momenta are also tuned via calorimeter energy scaling and momentum133

resolution smearing to reproduce the distributions observed in the data. The event selection criteria are134

described in Section 3.6.135

1 A right-handed coordinate system is used with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The
pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). The angular distance between two physics objects
is measured in units of Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.
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3.1 Photons136

Photons are reconstructed from the clusters measured in projective towers of 𝑁1 × 𝑁2 cells in 𝜂 × 𝜙 of137

the second layer of the electromagnetic calorimeter. Clusters without matching tracks are classified as138

unconverted photon candidates. Clusters matched to tracks originating from conversion vertices in the139

inner detector or to tracks consistent with coming from a conversion are considered as converted photon140

candidates [6].141

The photon energy reconstructed from data is known to be miscalibrated. The photon energy is calibrated142

differently depending on its classification as converted or unconverted. The energy is corrected using143

EgammaCalibrationAndSmearingTool [7]. The energy scales are measured on well-known resonances144

(𝑍 → 𝑒+𝑒− and 𝐽/Ψ → 𝑒+𝑒−) or E/p studies using isolated electrons from the 𝑊 → 𝑒𝜈 process. The145

photon energy in the MC simulation is known to not reproduce the resolution of the ATLAS detector. The146

photon energy in the MC simulation is then smeared such that the resolution in the sample is found to147

match the ATLAS detector using also EgammaCalibrationAndSmearingTool.148

The photon ambiguity resolver is used on reconstruction level to reject against possible electrons misidentified149

as converted photons.150

The shower shapes produced in the electromagnetic calorimeter by photon candidates provide a handle to151

distinguish photons from hadronic decays which may mimic a prompt photon. These shower shapes are152

not perfectly modeled in the MC simulation. As such the fudge factors are used to correct the photons153

shower shapes, performing simple shifts of the shower shape distributions. Fudge factors are applied using154

ElectronPhotonShowerShapeFudgeTool [8] and following the recommendations indicated in Ref. [9].155

After the showers are corrected in the MC or taken directly in the data, the egammaPID routine is used156

to apply rectangular cuts on the shower shape distributions to obtain identification quality of photons.157

The photon must have good object quality flags to reject against photon candidates which may arise due158

to detector noise or jets misidentified as photons. A photon is flagged as bad if it contains or edges159

dead/masked cells. There are two offline menus, loose and tight, with different quality of identification.160

Loose criterion, which is mostly in use for the trigger purposes, contains cuts on hadronic leakage variables161

and shower shapes in the Middle EMC layer. Tight selection criterion contains cuts on each shower shape162

variable. Tight selection provides high identification quality and can be used for the offline selection in163

most of physical analyses. Tight working point is used in this analysis. Identification efficiency for tight164

photons was found to be greater than 88% in Run 2 [10]. Loose photons are selected in order to help165

modelling jets misidentified as photons for the data-driven background estimation methods described166

below. Specific ID scale factors provided by PhotonEfficiencyCorrectionTool [11] are applied to photons167

in MC to match the efficiency measured in data.168

The preselected photon candidate is required to have an |𝜂 | position within 2.37. The additional requirement169

is that photon must not be found within the calorimeter transition region (1.37 < |𝜂 | < 1.52). The photon is170

required to have 𝐸
𝛾

T greater than 150 GeV. It is motivated by the high energy threshold of the single photon171

trigger (140 GeV) used in the analysis. A more detailed description of the trigger is given in Sec. 3.6.1.172

Photon isolation is computed from both isolation energies of the tracker (which provides a more pile-up173

independent isolation) and of the calorimeter (which detects also neutral hadrons) [9]. A calorimeter-based174

variable 𝐸cone20
T constructed as the sum of the transverse energies (at the electromagnetic scale) of positive175

energy topological clusters located within a distance Δ𝑅 = 0.2 of the photon candidate. It is corrected for176

various contributions with a respect to the hardest vertex. A track-based variable 𝑝cone20
T constructed as the177
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sum of the transverse momenta of good tracks located within a distance Δ𝑅 = 0.2 of the photon candidate.178

For converted photon candidates, tracks linked to associated photon vertex are excluded.179

The isolation requirement on photon candidates in the current analysis corresponds to the FixedCutLoose180

working point defined as:181

• 𝐸cone20
T < 0.065𝑝T [GeV];182

• 𝑝cone20
T /𝑝T < 0.05.183

The choice of this working point was made during the selection optimization, which is described in Section184

??. The details of the comparison of the working points are shown in Table 16 of Appendix A.1.185

Finally, the absolute value of 𝑧 coordinate pointed by the photon candidate with respect to the identified186

primary vertex is required to be less than 250 mm. This criterion was included in the photon candidates187

selection to suppress the anomalous rate of unconverted photons caused by beam-induced background188

in the loose and isolated region of the data-driven background estimation method for events with jets189

misidentification as photons [12].190

3.2 Jets191

Jets are reconstructed with the particle flow anti-𝑘T clustering algorithm [13] using a radius parameter192

𝑅 = 0.4. The particle flow algorithm utilizes the information from a list of tracks and a list of calorimetric193

topo-clusters to reconstruct the hadronic jets and soft activity (additional hadronic recoil used in the jet194

reconstruction). First, high quality tracks with 0.5 < 𝑝T < 40 GeV, |𝜂 | < 2.5, with at least nine hits in195

the silicon detectors, and no missing Pixel hits are selected. Each of the selected tracks is attempted to196

match with a single topo-cluster. The particle flow algorithm additionally determines the probability of the197

particle energy to be deposited in more than one cluster and adds more topo-clusters if necessary to recover198

the full shower energy Preselected jets must have 𝑝T > 20 GeV. In order to suppress jets originating from199

pile-up, for jets with 20 < 𝑝T < 60 GeV and |𝜂 | < 2.4 the output of the jet vertex tagger (JVT) is required200

to be larger than 0.5.201

3.3 Leptons202

3.3.1 Leptons203

Muon candidates are reconstructed by the algorithms that perform a statistical combination of a track,204

reconstructed in the muon spectrometer, with a corresponding track in the inner detector.205

All muon identification selection criteria in this analysis come from recommendations proposed by the206

muon combined performance (CP) group [14]. Before the muon selection is done, momentum calibration207

is applied to the raw muons from the reconstruction. In MC samples, momentum smearing is applied to208

improve data-MC agreement. Basic selection is done using the MuonSelectionTool [15] and configured at209

the Loose working point.210

The 𝑝T of a preselected reconstructed muon is required to be larger than 4 GeV. The pseudorapidity of a211

reconstructed muon must have |𝜂 | <2.7. To be sure that the muons have to come from the primary vertex212

of the interaction the transverse and the longitudinal impact parameters were introduced. The transverse213
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impact parameter, |𝑑0 |/𝜎(𝑑0), is determined as the significance of the distance of the closest approach to214

the primary vertex in the transverse plane, and it is required to be less than 3. The longitudinal impact215

parameter, |𝑧0 · sin 𝜃 |, must be less than 0.5 mm, where 𝜃 is a track zenith angle.216

Isolation requirements on the muons are also imposed. FixedCutLoose isolation working point is used for217

that purpose [16]. Scale factors correcting reconstruction and selections efficiencies in the MC to those in218

data are applied to muons in the form of object weights using the MuonEfficiencyScaleFactors tool [17]219

provided by the CP group. Scale factors coming from different sources are multiplied.220

3.3.2 Electrons221

An electron candidate is obtained from an energy cluster in the EM calorimeter associated with a222

reconstructed track in the Inner Detector (ID). The EgammaCalibrationAndSmearingTool from last CP223

recommendations [7] is applied for raw electrons to calibrate electron cluster energy in the data and electron224

energy resolution in the MC. The "preselected" electrons are required to pass a variant of the loose particle225

identification selection criterion called "LooseCutBL". This selection includes B-layer cut, which is very226

important in separation of prompt electrons and those coming from photon conversions.227

The selection criterion requires that the preselected electrons transverse energy is greater than 4.5 GeV. To228

maintain good tracking requirements an electron candidate must be found with an |𝜂 | position within 2.47,229

but out off the calorimeter transition region (1.37 < |𝜂 | < 1.52). To be sure that electrons have to come230

from the primary vertex of the interaction, |𝑑0 |/𝜎(𝑑0), is required to be smaller than 5, and |𝑧0 · sin 𝜃 | must231

be less than 0.5 mm.232

Isolation requirements on electrons are also imposed. FixedCutLoose isolation working point is used for233

that purpose [16]. Scale factors correcting reconstruction and selections efficiencies in the MC to those in234

data are applied to electrons in the form of object weights using the AsgElectronEfficiencyCorrectionTool235

tool [17] provided by the CP group. Scale factors coming from different sources are multiplied.236

3.3.3 Taus237

"Taus" smeared238

3.4 Missing Transverse Momentum and Energy239

The missing transverse momentum ®𝑝 miss
T is the vector of momentum imbalance in the transverse plane.240

The reconstruction of the direction and magnitude of the missing transverse momentum vector is described241

in Ref. [18]. 𝐸miss
T is defined as a magnitude of transverse momentum vector ®𝑝 miss

T .242

Missing transverse momentum ®𝑝 miss
T is a hallmark of neutrino production in hadron colliders. Due to243

the conservation of momentum, if all particles produced in the primary collision were detectable, then244

there should be no 𝐸miss
T in the event unless it arises from detector-level effects e.g. resolution, material245

effects, or uninstrumented regions of the detector. However, events which were produced with the neutrinos246

carrying large amounts of 𝑝T can be expected to have large 𝐸miss
T .247

METtool [19] is used for 𝐸miss
T reconstruction . The magnitude of missing transverse momentum 𝐸miss

T248

calculation is based on the energy deposited in calorimeter cells up to |𝜂 | < 4.9 and muons with 𝑝T > 4 GeV.249
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Each cell in the calorimeter is associated with some object, which is then used to define a calibration for250

the signal observed in the cell. Preselected electrons with 𝑝T > 4.5 GeV, muons with 𝑝T > 4 GeV, photons251

with 𝑝T > 10 GeV and jets with 𝑝T > 20 GeV are given as input to the 𝐸miss
T rebuilding algorithm. Energy252

deposits/tracks not associated with any objects are also taken into account in the 𝐸miss
T calculation [20].253

Missing transverse momentum is calculated as the sum of the following terms:254

𝐸miss
x(y) = 𝐸

miss,e
x(y) + 𝐸

miss,𝛾
x(y) + 𝐸

miss,jets
x(y) + 𝐸

miss,SoftTerm
x(y) + 𝐸

miss,𝜇
x(y) , (1)

where each term is calculated as the negative sum of the calibrated reconstructed objects, projected onto255

the x and y directions and from the "Soft Term". Soft Term is calculated in the present analysis using the256

tracks from the primary vertex that are not matched to selected hard objects (so called "Track Soft Term"257

or TST). It provides a more robust measurement against pileup [21].258

3.5 Object Overlap Removal259

Overlap removal (OR) is performed for two reasons. The first reason is to make sure that a single object is260

not double-counted as two different objects (e.g. that a photon is not counted as a jet). The second reason261

is that there are isolation requirements for leptons and photons and allowing for an additional object nearby262

would contaminate some of these isolation requirements.263

The overlap requirements are defined below and applied one by one.264

• All objects are reconstructed. Leptons are selected as described in Sec. 3.3. Jets are selected265

according to Sec. 3.2 apart from JVT cut, which is applied after OR according to recommendations266

in [22]. Photons are required to be loose not-isolated and satisfy other selection described in Sec. 3.1.267

• Electrons within Δ𝑅 < 0.1 of a muon are removed.268

• Photons within Δ𝑅 < 0.4 of either a muon or an electron are removed.269

• Jets within Δ𝑅 < 0.3 of a photon, muon, or electron are removed.270

The overlap removal is applied after missing energy reconstruction since METtool has its own implementa-271

tion of overlap removal.272

3.6 Event Selection273

The resulting selection criteria for such objects as photons, jets and leptons are described in Table 1.274

The event selection criteria are chosen to provide precise cross-section measurements of 𝑍 (𝜈𝜈)𝛾 production275

and good sensitivities to anomalous gauge-boson couplings.276
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Photon Jet Muon Electron
𝐸T > 150 GeV, cluster
quality cut, ambiguity
cut, |𝜂 | < 2.37, photon
cleaning, Loose ID,
crack region rejection,
Δ𝑅(𝛾, 𝑒/𝜇) < 0.4,
FixedCutLoose isola-
tion

AntiKt4EMPFlowJets,
𝑝T > 50 GeV, |𝜂 | <

4.5, Δ𝑅( 𝑗 𝑒𝑡, 𝑒/𝜇) <

0.4, JVT cut

Loose ID, 𝑝T > 4
GeV, |𝜂 | < 2.47, |𝑧0 ·
sin 𝜃 | < 0.5 mm, 𝑑0
signif. < 3, isolation
FixedCutLoose

Cluster quality cut,
LooseCutBL ID, 𝑝T >

4.5 GeV, |𝜂 | < 2.47,
crack region excluded,
|𝑧0 · sin 𝜃 | < 0.5 mm,
𝑑0 signif. < 5, isol-
ation FixedCutLoose,
Δ𝑅(𝑒, 𝜇) < 0.1

Table 1: Definition of photons, jets and leptons.

3.6.1 Event Preselection277

Since the final state contains one photon and the high-energetic region is very sensitive to aTGCs, the278

lowest 𝐸T threshold unprescaled single photon trigger HLT_g140_loose is used for this analysis. This279

high-level single photon trigger requires a transverse energy 𝐸T greater than 140 GeV and loose photon280

identification criteria.281

The same trigger is simulated and applied in the MC signal and background production. Efficiency of this282

trigger for the photon candidates reconstructed offline and passing the tight identification selection is 100%283

for 𝐸T > 150 GeV region [23]. The trigger SF is not applied in the analysis.284

The preselection can be defined as follows. Candidate events are required to have one leading tight isolated285

photon with transverse energy 𝐸
𝛾

T > 150 GeV and at least two jets.286

In order to reduce the contamination coming from events which do not contain real neutrinos (mainly 𝛾 +287

jet background with instrumental 𝐸miss
T ) it is required that the selected events have 𝐸miss

T > 120 GeV.288

To reduce the number of 𝑊 (𝑙𝜈)𝛾 and 𝑍 (𝑙𝑙)𝛾 events, lepton veto is applied: events with any preselected289

electrons or muons are discarded.290

The preselections before the optimization procedure:291

• 𝐸miss
T > 120 GeV;292

• exactly one tight isolated photon with 𝐸
𝛾

T > 150 GeV;293

• charged lepton (𝑒/𝜇) veto in the event.294

3.6.2 Selection Optimisation295

The selection optimisation is applied starting from the preselected events and used for obtaining high296

statistical significance by finding optimal constraints on the variables. The statistical significance is defined297

as:298

𝑆 = 𝑁signal/
√︁
𝑁signal + 𝑁bkg, (2)
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where 𝑁signal and 𝑁bkg are accumulated number of signal and background events respectively. The following299

selections are used in the optimisation procedure to find the optimal threshold values: 𝐸miss
T significance,300

𝐸miss
T , |Δ𝜙(𝛾, ®𝑝 miss

T ) |, |Δ𝜙( 𝑗1, ®𝑝 miss
T ) |.301

Statistical significance is considered as a function of variable constraints. To construct a multivariate302

dependence of statistical significance on thresholds on variables, multivariate histograms for signal and303

background processes were filled in, and statistical significance values were calculated for each variant of304

phase space limitation on their basis. Such multivariate histograms are implemented using the THnSparse305

class based on the ROOT package. The results of the optimisation procedure are presented in Table 2.306

Selections Cut Value
𝐸miss

T > 130 GeV
𝐸
𝛾

T > 150 GeV
Number of tight isolated photons 𝑁𝛾 = 1

Lepton veto 𝑁e = 0, 𝑁𝜇 = 0
𝐸miss

T significance > 11
|Δ𝜙(𝛾, ®𝑝 miss

T ) | > 0.7
|Δ𝜙( 𝑗1, ®𝑝 miss

T ) | > 0.4
Table 2: Event selection criteria for 𝑍 (𝜈�̄�)𝛾 candidate events.

While selection described in Table 2 defines the SR, the 𝑊𝛾 CR is defined by keeping all of selection the307

same but requiring at least one lepton in the event.308

4 Background estimation309

4.1 Background induced by 𝒆 → 𝜸 misidentification310

It is known that electrons can be misidentified as converted photons, which produce closeby 𝑒+𝑒− pairs and311

therefore leave tracks in ID. An average rate of such misidentification ranges from 2 to 18% for different312

momenta and pseudorapidity of the particle [24]. Given the fact that the main source of this background313

𝑊 (→ 𝑒𝜈) production has cross section of more than 2 orders larger than 𝑍 (→ 𝜈�̄�)𝛾, the contribution from314

such misidentification is not negligible. Moreover, there are other processes, which have similar final state315

to 𝑒𝜈, for example single-top and 𝑡𝑡 production with successive decay of one of the top-quarks to W+jets.316

MC prediction for 𝑒 → 𝛾 misidentification is not reliable enough, therefore data-driven estimation is used317

instead. In order to derive contribution of the fake photons to the signal events yield two steps are made.318

The first step is to measure the probability of electron to photon misidentification (fake rate). This is done319

via tag-and-probe method, where tag-and-probe particle pairs are considered to have invariant mass close320

to Z boson mass. Good quality electron is considered as tag particle and another electron or photon – as321

probe. Then the fake rate will be determined as the number of events ratio of electron-photon pairs to322

electron-electron pairs.323

The second step is to estimate the background contribution from processes, where electron faking photon.324

To obtain the final number of such events in the signal region the fake rate is used to scale probe-electron325

control region (e-probe CR). Detailed description of the procedure can be found in Sec. 4.1.2326
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4.1.1 Electron-to-photon fake rate estimation327

To perform the electron-to-photon fake-rate calculation using forementioned tag-and-probe method the328

following selections are used:329

• Electrons:330

– Both tag and probe electrons are selected as described in Sec. 3.3.2 except for the identification331

criteria and transverse momentum. Tight criteria is used for both tag and probe candidates. Transverse332

momentum larger than 25 GeV is required for the tag electron and larger than 150 GeV for the probe333

electron to fit the photon selection. Also tag and probe electrons should have charges of opposite334

sign.335

– For "real fake-rate" estimation using MC both tag and probe electrons were checked with336

MCTruthClassifier [25] to have association at truth level with an isolated electron (truth type 2),337

which comes from Z or W boson (truth origin 13 or 12)338

• Photons339

– The probe photon is selected as described in Sec. 3.1340

– For "real fake rate" probe photon was also checked with MCTruthClassifier to have association at341

truth level with an isolated electron (truth type 2) or final state radiation (truth type 15) and also342

originate from Z/W boson or final state radiation (truth origin 13/12 or 40).343

Event is selected if it contains one of tag-and-probe pair, which has invariant mass within 20 GeV344

window around Z boson mass, and passes 𝐸𝑚𝑖𝑠𝑠
𝑇

< 40 GeV requirement to reduce 𝑊𝛾 background.345

Data-driven estimation supposes, that these events also should pass all basic event selection including346

trigger HLT_g140_loose.347

Since the 𝑍 boson cannot decay to an electron and a photon, the most of 𝑒𝛾 events with mass near the 𝑍348

pole must be made of electrons misidentified as photons. A first estimate of the electron-to-photon fake349

rate can be found by taking the ratio of reconstructed 𝑒𝛾 events to reconstructed 𝑒+𝑒− events (as defined350

above). However as it is shown in Fig. 2 fake rate depends on 𝜂 and 𝑝𝑇 of the probe particle. To take these351

dependences into account fake-rate estimation was made in 3 regions. Photon pseudorapidity is divided352

on central (|𝜂 | < 1.37) and forward (1.52 < |𝜂 | < 2.37) regions2. Low-𝑝𝑇 (150 < 𝑝𝑇 < 250 GeV) and353

high-𝑝𝑇 (𝑝𝑇 > 250 GeV) separation is made only in central region, since in forward one the fake rate354

distribution on 𝑝𝑇 is flat within uncertainty.355

Apart from 𝑍 (→ 𝑒+𝑒−) events, selected 𝑒+𝑒− and 𝑒𝛾 pairs can be produced by Drell-Yann production of356

𝑒+𝑒− pairs. To improve the fake-rate estimation it is necessary to remove this background. This was done357

via side-band fit (see Appendix B.1)358

There are 3 components of systematic uncertainty on the electron-to-photon fake rate (listed in ascending359

order by their magnitude in relation to the fake-rate value):360

• Uncertainty on the bias caused by the Z peak mass window choice. It is estimated via variation361

of mass window width to 1𝜎 of event yield inside it. Calculation is made on Z(ee) MC to avoid362

additional uncertainty caused by background subtraction (varies from 0.3% to 0.8% in different363

regions).364

2 Thinner division was found to be impossible due to lack of statistics (see App. C).
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Figure 2: Fake-rate dependencies versus photon 𝜂 (top) and 𝑝𝑇 (bottom) without combinatorial background
subtraction.

𝑒 → 𝛾 fake rates
150 < 𝐸

𝛾

𝑇
< 250 GeV 𝐸

𝛾

𝑇
> 250 GeV

0 < |𝜂 | < 1.37 0.0234 ± 0.0006 ± 0.0011 0.0195 ± 0.0013 ± 0.0041
1.52 < |𝜂 | < 2.37 0.0704 ± 0.0018 ± 0.0083

Table 3: Electron-to-photon fake rates from data in separate regions: splitted using photon 𝐸𝑇 and 𝜂. The first error
is statistical, the second one is systematical.
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• The bias coming from estimation of combinatorial background under Z peak in data. It is estimated365

from variation of the fit extrapolation to the region under the peak from both sides of the tag-n-probe366

mass spectra away from the peak (varies from 3% to 11% in different regions).367

• Uncertainty on the method itself is estimated via difference between "real fake rate" in Z(ee) MC368

and tag-and-probe method performed on 𝑍 (𝑒𝑒) MC (varies from 2.8% to 18% in different regions).369

The "real fake rate" is estimated in 𝑍 (𝑒𝑒) basing on origin and type of the particles provided by370

MCTruthClassifier as described above.371

Detailed description of fake-rate and "real fake rate" calculation for each uncertainty can be found in372

Appendix B. All systematic uncertainties described above are added in quadratures. Resulting values of373

electron-to-photon fake rate can be found in Table 3. First uncertainty is statistical, second is systematical.374

Systematical uncertainty on the fake rate does not exceed 21%. Values of fake rate from Table 3 are used to375

scale the e-probe regions with corresponding 𝜂 and 𝑝T of chosen electron.376

4.1.2 Resulting background event yield377

For estimation of 𝑒 → 𝛾 background the following e-probe CR is constructed in the data: all the selection378

criteria are taken either from SR phase space, in which the probe electron is selected instead of photon.379

The e-probe CR is based on SR selection and will be used for cross-section measurement in cut-based380

analysis. Selection criteria for e-probe CR are summarized in Table 4. For 𝑊𝛾 CR the corresponding381

e-probe CR is formed in a similar way with some distinctions: (𝑁𝜇 + 𝑁𝑒) ≥ 2 (where leptons are selected382

as described in Sec. 3.3) is required there is no restriction on the number of electrons passing e-probe383

selection in the event if there more of them than 0.384

The shapes for this background in SR regionand Wgamma CR are taken from the corresponding e-probe385

CR in data (respectively e-probe CR and e-probe 𝑊𝛾 CR).386

Selections Cut Value
𝐸miss

T > 130 GeV
𝐸
𝑒−𝑝𝑟𝑜𝑏𝑒
T > 150 GeV

Number of loose non-isolated photons 𝑁𝛾 = 0
Number of tight probe electrons 𝑁𝑒−𝑝𝑟𝑜𝑏𝑒 = 1

Number of jets 𝑁jets ≥ 2
Lepton veto 𝑁𝜇 = 0

𝐸miss
T significance > 11

|Δ𝜙(𝑒 − 𝑝𝑟𝑜𝑏𝑒, ®𝑝 miss
T ) | > 0.7

|Δ𝜙( 𝑗1, ®𝑝 miss
T ) | > 0.4

Table 4: Event selection criteria for e-probe CR events.

Kinematic distributions in e-probe CR can be found in Figure 3. In these figures real 𝑒 + 𝐸miss
T includes387

modeling of all non-negligible processes with real electrons and real 𝐸miss
T , which includes 𝑊 → 𝑒𝜈,388

𝑊 → 𝜏𝜈 (with leptonic decay), single-top, 𝑡𝑡, 𝑡𝑡𝛾 and 𝑊𝛾 processes. Fake 𝑒 + 𝐸miss
T consists of 𝑍 (→ 𝜈�̄�)𝛾,389

inclusive 𝑍 (→ 𝜈�̄�) and multijet modeling.390
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Event yield real 𝑒 + 𝐸miss
T (MC) fake 𝑒 + 𝐸miss

T (MC) data
e-probe CR 85100 ± 4408 739 ± 41 86497

Table 5: Event yields for real 𝑒 + 𝐸miss
T and fake 𝑒 + 𝐸miss

T prediction and observed data in probe-electron control
regions. Indicated uncertainties are statistical.

Shape disagreement between prediction and data was checked to be caused by insufficient statistics in391

𝑊 (→ 𝑒𝜈) MC even after combination of Sherpa 2.2.1 samples with existing Sherpa 2.2.7 (see App. G392

of [26]). Also 𝑗 𝑒𝑡 → 𝑒 misidentification prediction from MC was checked to be in agreement with393

data-driven estimation (see App. G of [26]).394

Event yields for predicted real and fake 𝑒 + 𝐸miss
T processes together with observed data are shown in395

Table 5. A purity of the control region is determined as a portion of data, which is not contaminated by396

fake 𝑒 + 𝐸miss
T events. It counts 99.15± 0.05% in e-probe CR. The impurity of e-probe CR 0.85± 0.05% is397

considered as additional systematic uncertainty.398

The statistical uncertainty on fake-rate value in every region is also taken into account as additional source399

of systematic uncertainty in corresponding region of 𝜂 and 𝑝T.400

Then the measured event yield from this CR is scaled on the corresponding fake rate for different 𝑝𝑇 and 𝜂401

ranges. The total number of events for this background equals to 3039 ± 12 ± 209 in SR phase space. First402

uncertainty is statistical, second is systematical. Total systematics for this background does not exceed403

6.8%. See systematics breakdown in Table 23 of App. B.3.404

4.2 Background induced by 𝒋 𝒆𝒕 → 𝜸 misidentification405

Most of 𝑗 𝑒𝑡 → 𝛾 misidentification comes from the 𝑍 (𝜈�̄�) + 𝑗 𝑒𝑡𝑠 and multi-jet processes and 𝑊 (𝜏𝜈)406

process, where 𝜏 decays into hadrons. As well as the other kinds of misidentification it can not be properly407

modeled with the Monte Carlo. Therefore, two-dimensional sideband method [27] is used for the estimation408

of 𝑗 𝑒𝑡 → 𝛾 background. Photon isolation and identification based on shower shape variables are taken as409

two discriminating variables. They are used as a basis of three control region and a signal region as shown410

in Figure 4.411

• Tight and isolated region (region A – equivalent to 𝑍𝛾 signal region described in Sec. 3.6): events412

have a leading photon candidate that is isolated (𝐸cone20
T − 0.065𝑝𝛾T < 0 GeV) and passes the tight413

selection.414

• Tight but not isolated region (control region B): events have a leading photon candidate that is not415

isolated (𝐸cone20
T − 0.065𝑝𝛾T > iso gap) and passes the tight selection.416

• Non-tight and isolated region (control region C): events have a leading photon candidate that is417

isolated (𝐸cone20
T − 0.065𝑝𝛾T < 0 GeV) and passes the non-tight selection.418

• Non-tight and not isolated region (control region D): events have a leading photon candidate that is419

not isolated (𝐸cone20
T − 0.065𝑝𝛾T > iso gap) and passes the non-tight selection.420
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Figure 3: Kinematic distributions in e-probe control region. The dashed band represents the sum in quadrature of all
statistical uncertainties for background and signal expectations.
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Photon is required to pass 𝑝cone20
T /𝑝𝛾T < 0.05 track isolation in A and C isolated regions, and inverted421

track isolation (𝑝cone20
T /𝑝𝛾T > 0.05) in B and D non-isolated regions to have less correlated results. The422

procedure of the selection of isolation working point is described in Appendix F. An isolation gap of 2 GeV423

between isolated and non-isolated regions is used to reduce leakage of signal 𝑍 (𝜈�̄�)𝛾 process from signal424

A region to other control regions. The choice of this value is further described in Appendix G.425

Figure 4: Schematic illustration of the two-dimensional plane based on photon isolation and identification variables
with separation on A signal region and B, C and D control regions.

Non-tight photon passes not all shower shape requirements, which are defined for tight. There are few426

types of non-tight (loose’) working points available, in which at least one of the following EM shower427

shape criteria is not satisfied:428

• loose’2: 𝑤s3, 𝐹side429

• loose’3: 𝑤s3, 𝐹side, Δ𝐸430

• loose’4: 𝑤s3, 𝐹side, Δ𝐸 , 𝐸ratio431

• loose’5: 𝑤s3, 𝐹side, Δ𝐸 , 𝐸ratio, 𝑤tot,432

where 𝑤s3 is the shower width calculated from three strips around the strip with a maximum energy deposit,433

𝐹side is the energy outside the core of the three central strips but within seven strips divided by energy434

within the three central strips, Δ𝐸 is the difference between the energy associated with the second maximum435

energy deposit in the strip layer and the energy reconstructed in the strip with the minimum value found436

between the first and the second maxima, 𝐸ratio is the ratio of the energy difference associated with the437

largest and second-largest energy deposits to the sum of these energies and 𝑤tot is the total lateral shower438

width. All these relaxed cuts are dedicated to strip layer variables.439

In case of no correlation between the control regions a following equation should be valid: 𝑁
jet→𝛾

A
𝑁B

=
𝑁C
𝑁D

,440

where 𝑁 jet→𝛾

A is a number of 𝑗 𝑒𝑡 → 𝛾 events in A region, and 𝑁i are the numbers of events in corresponding441

B, C and D regions. A basic assumption for this method to work is to have no correlation between non-tight442

working point and the isolation, therefore the least correlated loose’ should be chosen. For this purpose,443

R correlation factor is estimated in the MC 𝑍 (𝜈�̄�)+jets and hadronic 𝑊 (𝜏𝜈) decay as 𝑅 =
𝑁A𝑁D
𝑁B𝑁C

, which444

should be equal to 1 in case of correlation absence. It should be noted that multi-jet MC is not used for R445

correlation factor calculation, since this dataset has extremely limited statistics, which causes a problem446

with normalization.447
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R factor in data can be estimated via extended ABCD method with the additional E and F regions as448

described in Appendix H. The resulting values of R correlation factor in data and MC for different loose’449

working points can be found in Table 6. In order to reduce systematic uncertainty the loose’3 working450

point was chosen.451

R factor loose’2 loose’3 loose’4 loose’5
MC 1.11 ± 0.13 1.23 ± 0.12 1.34 ± 0.12 1.60 ± 0.13
Data-driven 0.97 ± 0.10 1.05 ± 0.10 1.05 ± 0.09 1.06 ± 0.08

Table 6: Estimated correlation factor R between isolation and different loose’ photon identification working points in
MC and data. Indicated uncertainties are statistical.

The two-dimensional sideband method is based on the assumption that signal A region is mainly consists452

of signal events, while three control regions (B, C and D) are mainly consist of background events, and453

the leakage of signal events into the control regions is well estimated by MC simulations. The number of454

events arising in each of the regions is estimated as shown below:455

𝑁A = 𝑁
Z(𝜈�̄�)𝛾
A + 𝑁

bkg
A + 𝑁

jet→𝛾

A ;456

𝑁B = 𝑐B𝑁
Z(𝜈�̄�)𝛾
A + 𝑁

bkg
B + 𝑁

jet→𝛾

B ;457

𝑁C = 𝑐C𝑁
Z(𝜈�̄�)𝛾
A + 𝑁

bkg
C + 𝑁

jet→𝛾

C ;458

𝑁D = 𝑐D𝑁
Z(𝜈�̄�)𝛾
A + 𝑁

bkg
D + 𝑁

jet→𝛾

D ;459

460

where 𝑁
bkg
i are the numbers of background events other than 𝑗 𝑒𝑡 → 𝛾 that contributing in each region.461

They are estimated using corresponding MC samples or data-driven techniques. The signal leakage462

parameters 𝑐i are derived from MC signal samples and defined as the ratio of the signal events in region463

B/C/D to the number of the signal events in region A:464

𝑐B =
𝑁

Z(𝜈�̄�)𝛾
B

𝑁
Z(𝜈�̄�)𝛾
A

;465

𝑐C =
𝑁

Z(𝜈�̄�)𝛾
C

𝑁
Z(𝜈�̄�)𝛾
A

;466

𝑐D =
𝑁

Z(𝜈�̄�)𝛾
D

𝑁
Z(𝜈�̄�)𝛾
A

.467

468

After calculating the signal leakage parameters, removing the 𝑁
bkg
i background contributions from each469

region and obtaining �̃�i = 𝑁i − 𝑁
bkg
i values and considering R factor in data, one can solve the equations470

above to find the following formula for signal yield:471
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𝑁
Z(𝜈�̄�)𝛾
A = �̃�A − 𝑅(�̃�B − 𝑐B𝑁

Z(𝜈�̄�)𝛾
A )

�̃�C − 𝑐C𝑁
Z(𝜈�̄�)𝛾
A

�̃�D − 𝑐D𝑁
Z(𝜈�̄�)𝛾
A

.472

Which yields the following solution:473

𝑁
Z(𝜈�̄�)𝛾
A =

𝑏 −
√
𝑏2 − 4𝑎𝑐
2𝑎

,474

where a, b, and c have the following values:475

𝑎 = 𝑐D − 𝑅𝑐B𝑐C;476

𝑏 = �̃�D + 𝑐D�̃�A − 𝑅(𝑐B�̃�C + 𝑐C�̃�B);477

𝑐 = �̃�D�̃�A − 𝑅�̃�C�̃�B.478

The resulting ABCD data yields and non- 𝑗 𝑒𝑡 → 𝛾 background yields in all considered regions are reported479

in Table 7. The numbers of lepton𝑊 (𝜏𝜈) decay, 𝑡𝑜𝑝, 𝑡𝑡 background events are derived from the data-driven480

technique for 𝑒 → 𝛾 background described in link to section. The numbers of 𝛾+jet background events481

are derived from MC, however, the numbers obtained using the data-driven technique described in link482

to section were checked and this change leads to negligible impact on 𝑗 𝑒𝑡 → 𝛾 background estimation483

results.484

Data 𝑊𝛾 QCD 𝑊𝛾 EWK 𝑒 → 𝛾 𝑡𝑡𝛾 𝛾+jet 𝑍 (𝑙𝑙)𝛾
A 26523 ± 163 3936 ± 23 136.3 ± 0.7 3039 ± 12 234 ± 3 5262 ± 53 285 ± 5
B 1475 ± 38 52 ± 4 1.86 ± 0.08 8.95 ± 0.03 1.3 ± 0.2 0.6 ± 0.4 1.0 ± 0.6
C 2568 ± 51 60 ± 2 2.16 ± 0.09 61.4 ± 0.2 4.2 ± 0.4 0.76 ± 6 4.8 ± 0.5
D 1443 ± 38 2.7 ± 0.6 0.17 ± 0.02 0.0715 ± 0.0002 0.35 ± 0.13 0 ± 0 0 ± 0

Table 7: Event yields for the data and non- 𝑗 𝑒𝑡 → 𝛾 background processes considered in the ABCD method. Indicated
uncertainties are statistical.

The central value of 𝑗 𝑒𝑡 → 𝛾 background in signal A region is 𝑁 jet→𝛾

A = 2078.485

4.2.1 Uncertainties and differential distributions486

To assess the statistical uncertainty, the event yields of four regions in data and non- 𝑗 𝑒𝑡 → 𝛾 backgrounds487

are independently varied by ±1𝜎 (Table 7). The deviations from the nominal value are added up in488

quadrature. The statistical uncertainty of the signal leakage parameters is negligible and it is not used489

in calculation of the resulting uncertainty. The central value of 𝑗 𝑒𝑡 → 𝛾 background and its statistical490

uncertainty is 2078+100
−97 .491

A systematic uncertainty is estimated from variations of ABCD regions determination, i.e. non-tight492

definition variation and isolation gap variation until ±1𝜎 changes in data yield. Resulting deviations, as493
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Central value 2078+100
−97

Loose’2 +327
Loose’4 −111
Loose’5 −173
Isolation gap +0.25 GeV +48
Isolation gap −0.35 GeV +29

Table 8: Central value of 𝑗 𝑒𝑡 → 𝛾 background from data-driven estimation and deviations from variations of ABCD
regions definition.

well as central value, can be found in Table 8. The largest deviation is 16% and it is taken as the systematic494

uncertainty.495

Uncertainty coming from signal leakage parameters can be estimated using 𝑍𝛾 QCD samples generated496

with two different generators: Sherpa 2.2 and an alternative MadGraph+Pythia8 (Table Table 9). The497

largest deviation is 0.8%498

Signal leakage parameters MadGraph+Pythia8, Sherpa 2.2 MadGraph+Pythia8, MadGraph+Pythia8 Relative deviation
𝑐B 0.00939 ± 0.00007 0.0155 ± 0.0004 39%
𝑐C 0.01536 ± 0.00010 0.0156 ± 0.0007 1.5%
𝑐D 0.00051 ± 0.00002 0.00077 ± 0.00009 34%
𝑗 𝑒𝑡 → 𝛾 estimation 2078+100

−97 2061+100
−97 0.8%

Table 9: Signal leakage with central value of 𝑗 𝑒𝑡 → 𝛾 background in B, C and D control regions with their relative
deviations for Sherpa 2.2 and MadGraph+Pythia8 𝑍𝛾 QCD samples.

Differences between MC exist also due to an imperfect photon iso/ID modeling. Therefore, systematics on499

signal leakage parameters can be derived from the iso/ID uncertainty on reconstruction photon efficiency500

𝛿eff
iso/ID (relative). By definition, the photon isolation modeling only affects 𝑐B and 𝑐D, while the photon ID501

modeling only has effects on 𝑐C and 𝑐D, which gives the following 𝜎 for leakage parameters:502

• 𝜎
cB
iso(relative) = 𝛿eff

iso ∗ (𝑐B + 1)/𝑐B503

• 𝜎
cC
ID (relative) = 𝛿eff

ID ∗ (𝑐C + 1)/𝑐C504

• 𝜎
cD
iso (relative) = 𝛿eff

iso ∗ (𝑐B + 1)/𝑐B505

• 𝜎
cD
ID (relative) = 𝛿eff

ID ∗ (𝑐C + 1)/𝑐C506

The largest deviation from this type of uncertainty is 1.3%. Thus the total systematics on 𝑗 𝑒𝑡 → 𝛾 is found507

to be equal to 16%. The resulting number of 𝑗 𝑒𝑡 → 𝛾 events in signal A region is 2078+100
−97 ± 332.508

4.3 Slice method for 𝒋 𝒆𝒕 → 𝜸 background estimation509

The phase-space of 𝑍𝛾 associated production is defined by the cuts, that are presented in section: link to510

section511

Throughout this study, FixedCutLoose photon isolation working point is used as the isolation with512

maximum significance. Photon is required to pass 𝑝cone20
T /𝑝𝛾T < 0.05 track isolation in isolated regions.513
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To increase the statistics in non-isolated regions the inverted track isolation 𝑝cone20
T /𝑝𝛾T > 0.05 is applied.514

The background estimation method of 𝑗 𝑒𝑡 → 𝛾 events relies on maximum likelihood fit to signal and515

background processes apart from 𝑗 𝑒𝑡 → 𝛾. The fit can be performed for different variables, such as 𝐸miss
T ,516

𝐸miss
T significance, |Δ𝜙(𝐸miss

T , 𝛾) |, |Δ𝜙(𝐸miss
T , 𝑗1) |, in the phase-space region with relaxed cuts on these517

variables. The corresponding 𝑗 𝑒𝑡 → 𝛾 background distributions are obtained from data applying the518

same kinematic selections. As a final step, the number of 𝑗 𝑒𝑡 → 𝛾 events is obtained from the fits in the519

region with relaxed cuts and are extrapolated back to the signal region. The results are cross-checked by520

comparing the estimate to the two-dimentional sideband method (ABCD-method).521

There are fit region, two control regions and a signal region defined by different kinematic cuts and isolation522

criteria as shown in Figure 5:523

• Signal region (SR): events have a leading photon candidate that is isolated (𝐸cone20
T /𝑝𝛾T < 0.065)524

and passes signal kinematic selections.525

• Fit region (FR): events have a leading photon candidate that is isolated (𝐸cone20
T /𝑝𝛾T < 0.065) and526

meets relaxed signal requirement on 𝐸miss
T , 𝐸miss

T significance, |Δ𝜙(𝐸miss
T , 𝛾) |, |Δ𝜙(𝐸miss

T , 𝑗1) |.527

• Control region 1 (CR1): events have a leading photon candidate that is not isolated (𝐸cone20
T /𝑝𝛾T >528

0.065) and meets relaxed signal requirement on𝐸miss
T , 𝐸miss

T significance, |Δ𝜙(𝐸miss
T , 𝛾) |, |Δ𝜙(𝐸miss

T , 𝑗1) |.529

• Control region 2 (CR2): events have a leading photon candidate that is not isolated (𝐸cone20
T /𝑝𝛾T >530

0.065) and passes signal kinematic selections.531

Photons in all four regions pass the tight selection. With these definitions, the SR is a subset of the FR, and532

CR2 is a subset of CR1.533

Is
ol

at
io

n

CR1 CR2

CR3 (FR) SR
T T

ETmiss sign. > 0 ETmiss sign. > 11

Tight Tight

Tight Tight
isolated isolated

non-isolated non-isolated

ET
miss sign. > 0

ETmiss > 0 GeV

ET
miss > 0 GeV

ETmiss > 130 GeV
|∆ϕ (ETmiss, γ)| > 0
|∆ϕ (ETmiss, j)| > 0

|∆ϕ (ETmiss, γ)| > 0
|∆ϕ (ETmiss, j)| > 0

|∆ϕ (ETmiss, γ)| > 0.7
|∆ϕ (ETmiss, j)| > 0.4

ETmiss sign. > 11
ETmiss  > 130 GeV
|∆ϕ (ETmiss, γ)| > 0.7
|∆ϕ (ETmiss, j)| > 0.4

Kinematic cuts

Figure 5: The definition of 4 regions used in 𝑗 𝑒𝑡 → 𝛾 background estimation based on kinematic cuts and photon
isolation requirements.

The main goal of the procedure is to estimate the number of 𝑗 𝑒𝑡 → 𝛾 events in SR. The fit is performed in534

the FR, where the 𝑗 𝑒𝑡 → 𝛾 process used for the fit is derived from CR1. The relaxed requirements in FR535

and CR1 are applied to dispose of enough statistics.536
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To study the dependence of the result on the isolation criterion, control regions CR1 and CR2 are split537

into successive intervals of the isolation variable, instead of a single, integrated anti-isolated region.538

Correspondingly, the isolation slices used for the 𝑗 𝑒𝑡 → 𝛾 estimation can be defined as follows: [0.065,539

0.080, 0.095, 0.115, 0.140].540

In this way, the number of 𝑗 𝑒𝑡 → 𝛾 background events for a given isolation slice 𝑖 can be estimated as541

follows:542

• The total number of 𝑗 𝑒𝑡 → 𝛾 background events in each non-isolated slice (i) of CR1 (𝑁 𝑗𝑒𝑡→𝛾

CR1(i) ) is543

derived as follows:544

𝑁
𝑗𝑒𝑡→𝛾

CR1(i) = 𝑁data
CR1(i) − 𝑁

Z(𝜈�̄�)𝛾
CR1(i) − 𝑁

bkg
CR1(i)545

where 𝑁CR1(i) is obtained from any of the kinematic distributions used for the fit.546

• The fit is performed in FR, characterized by relaxed kinematics cuts and signal isolation requirements.547

Thus, the total number of events in FR estimated from non-isolated slice of CR1 is given by:548

𝑁data
FR(i) = 𝛼 · (𝑁Z(𝜈�̄�)𝛾

FR(i) + 𝑁
bkg
FR(i) ) + 𝑁

𝑗𝑒𝑡→𝛾

FR(i) .549

The fitting parameter 𝑇(𝑖) gives the estimated number of 𝑗 𝑒𝑡 → 𝛾 events in FR: 𝑁 𝑗𝑒𝑡→𝛾

FR(i) ≈ 𝑇(𝑖) ·550

𝑁
𝑗𝑒𝑡→𝛾

CR1(i) . An overall normalization factor 𝛼 should be equal to 1 within the uncertainties. In this551

study, a parameter 𝛼 is taken to be equal 1. The fit parameter 𝑇(𝑖) is derived for each slice and552

kinematic variable.553

• Finally, the fitted 𝑗 𝑒𝑡 → 𝛾 yield is extrapolated to the signal region. The estimate for each slice and554

kinematic variable is determined by the equation: 𝑁 𝑗𝑒𝑡→𝛾

SR(i) = 𝑇(𝑖) · (𝑁data
CR2(i) - 𝑁Z(𝜈�̄�)𝛾

CR2(i) - 𝑁bkg
CR2(i) ).555

4.4 Resulting background yields556

A summary of estimated and observed event yields in all considered regions before the fit procedure557

described in Section 5 is presented in Table 10. Event yields after background only fit and fit to the558

observed data are presented in Tables 12 and 14 respectively.559

Results for 𝑒 → 𝛾, 𝑗 → 𝐸𝑚𝑖𝑠𝑠
𝑇

and 𝑗 → 𝛾 backgrounds are obtained from data-driven estimated described560

above.561
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𝑊𝛾 CR Signal region

𝑍 (𝜈�̄�)𝛾 QCD 532.2 ± 1.9 10 583 ± 8
𝑍 (𝜈�̄�)𝛾 EWK 11.59± 0.10 153.1 ± 0.8
𝑊𝛾 QCD 4600 ± 30 3960 ± 30
𝑊𝛾 EWK 242.6 ± 1.0 137.0 ± 1.0
𝑒 → 𝛾 334 ± 4 2874 ± 12
𝑗 → 𝐸𝑚𝑖𝑠𝑠

𝑇
619 ± 18 5330 ± 60

𝑗 → 𝛾 100 ± 20 2070 ± 100
𝑍 (ℓℓ̄)𝛾 280 ± 5 287 ± 5
𝑡𝑡𝛾 691 ± 6 235 ± 3

Total 7410 ± 50 25 630 ± 120

Data 7892
Table 10: Event yields for the signal and all of the background processes considered in this analysis the fit procedure
described in Section 5. The yields are presented in the regions described in Section 3.6.2. The uncertainty of the
expected yield consists of statistical and systematic uncertainties.
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5 Template fit and results562

To extract the 𝑍 (𝜈�̄�)𝛾 cross sections, a binned maximum-likelihood simultaneous fit [28] is performed using563

the photon transverse energy distribution in the SR and the 𝑊𝛾 CR. Two free parameters are introduced in564

the combined fit: a signal strength parameter, 𝜇𝑍𝛾 , used for the signal process and a normalisation factor565

𝜇𝑊𝛾 used to scale the yields of the 𝑊 (ℓ𝜈)𝛾 and 𝑡𝑡𝛾 processes due to their similar final states. Details of566

the likelihood fit procedure and its results are described in the following sections.567

5.1 Likelihood function568

The fit is performed with the TRExFitter [29] framework based on the HistFactory [30] package from569

ROOT.570

The cross-section measurement is performed by estimating the signal strength also referred to as parameter571

of interest (POI), defined as572

𝜇𝑍𝛾 = 𝜇 =
𝜈𝑠meas.

𝜈𝑠SM
=
𝜎𝑠

fid, meas.

𝜎𝑠
fid, SM

, (3)

where 𝜈𝑠SM is the number of signal 𝑍𝛾 events predicted by the SM and 𝜈𝑠meas. is the number of signal events573

measured from the observed data.574

To account for the systematic uncertainties and background normalisation constraints a set of nuisance575

parameters (NPs) 𝜃 should also be included into the likelihood model.576

The binned likelihood function used in this analysis is577

L(𝜇, 𝜃) =
regions∏

𝑟

[
bins∈𝑟∏

𝑖

Pois(𝑁data
𝑖 |𝜇𝜈𝑠𝑖 𝜂𝑠 (𝜃) + 𝜈𝑏𝑖 𝜂

𝑏 (𝜃))
]
·

nuis. par.∏
𝑖

L(𝜃𝑖), (4)

where578

• 𝑁data
𝑖

is the number of the observed data events in the bin;579

• 𝜈𝑖 is the expected number of the signal or background events in the bin (𝜈𝑠
𝑖
= 𝜈𝑠SM from Eq. 3);580

• 𝜂(𝜃) reflects the impact systematic uncertainties and normalisation constraints have on the number581

of the events in the bin through the set of NPs 𝜃;582

• L(𝜃𝑖) is the likelihood function of the "subsidiary measurement" that reflects the nature of the583

systematic uncertainties (for normalisation constraints such measurement is performed in a dedicated584

CR region and included in the first product over the regions).585

Measurement of the POI 𝜇 and NPs 𝜃 is performed by minimising "− lnL(𝜇, 𝜃)". The corresponding586

values are denoted as �̂� and 𝜃, respectively.587

The following statistic is used to compute the discovery significance and the uncertainties of �̂� and 𝜃588

estimates:589

𝑞(𝜇, �̂�, 𝜃) = −2 ln𝜆(𝜇, �̂�, 𝜃) = −2 ln
L(𝜇, ˆ̂𝜃 (𝜇))
L( �̂�, 𝜃)

, (5)
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Figure 6: Pre background-only fit distributions. Expected distribution is compared to observed data in the 𝑊𝛾 CR.
The vertical error bars on the data points correspond to the data statistical uncertainty. The dashed band corresponds
to the combination of the MC statistical uncertainty and systematic uncertainties.

where 𝜆(𝜇, �̂�, 𝜃) is known as profile likelihood ratio and ˆ̂𝜃 (𝜇) is the set of NP values, that minimises590

− lnL(𝜇, 𝜃) for any given 𝜇.591

According to Ref. [31], the discovery significance of the measurement and the expected median discovery592

significance can be calculated with593

𝑍meas.
disc =

√︁
𝑞(𝜇 = 0), (6)594

𝑍
exp.
disc =

√︁
𝑞(𝜇 = 1)𝐴, (7)595

where 𝑞(𝜇 = 1)𝐴 is calculated using the Asimov dataset (defined in Section 5.2) instead of the observed596

data.597

The 1, 2 and 3𝜎 uncertainties for �̂� estimate could be computed by finding such values of 𝜇 that 𝑞(𝜇, �̂�, 𝜃)598

differs from its minimum value by 1, 4 and 9 respectively.599

5.2 Fit procedure600

The signal and control regions are defined in Section 3.6.2. The photon transverse energy distribution601

template is used in the SR and the 𝑊𝛾 CR. Those templates are shown in Figure 6.602

The shape of the signal 𝑍𝛾 process is taken from the MC predictions. The shapes of 𝑍𝛾, 𝑊𝛾 and 𝑡𝑡𝛾603

processes are also taken from the MC predictions and their normalisation is evaluated by assigning them604

normalisation coefficient 𝜇𝑊𝛾 . The Table 11 summarises the use of the normalisation coefficients.605

Systematic uncertainties for those processes are discussed in X. 𝑒 → 𝛾, 𝑗 → 𝐸miss
T , and 𝑗 → 𝛾 processes606

distributions are obtained with data-driven techniques as described in Section 4. Shape and normalisation607

of 𝑍 (ℓℓ) + 𝛾 process are taken from the MC predictions.608
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SR 𝑊𝛾 CR

𝜇𝑍𝛾

𝜇𝑊𝛾

Table 11: Table of regions where the normalisation coefficients are used to calculate the likelihood function.

Since the extraction of the expected results requires the SR to be blinded this analysis uses different609

procedures to obtain expected and observed results.610

To obtain the expected results a two-step fit procedure is used. At the first step background-only fit to the611

observed data is performed without considering the SR to get an estimate of the background normalisation612

coefficient and nuisance parameters.613

At the second step both CR and SR are considered and 𝜇𝑍𝛾 is used as a fit parameter. Since the signal614

region is blinded during the extraction of the expected results, so-called Asimov dataset is used instead of615

the observed data. An Asimov dataset is such dataset that when one uses it to evaluate the estimators for616

all parameters, one obtains the true parameter values. It is created by summing all of the expected event617

yields and taking into account the effect of the background normalisation coefficient and systematic NPs618

as estimated in the background-only fit [31]. Based on the definition of the Asimov dataset, this fit will619

yield the same results for the background normalisation coefficient and systematic uncertainties NPs mean620

values and errors as the background-only fit. However, this fit allows to also estimate the significance and621

the uncertainty of the POI.622

The observed results are obtained in one step. The observed data is used in both CR and SR and a623

simultaneous fit of all of the parameters with 𝜇𝑍𝛾 as a POI is done.624

5.3 Fit results625

5.3.1 Background only fit626

Figure 7 shows the distributions after the first fit step — background-only fit. Figure 8 presents the627

summary of the processes event yields for all of the regions in the background-only fit. Tables 10 and 12628

show the event yields before and after the first fit. The result for the background normalisation coefficient629

is 𝜇𝑊𝛾 = 1.08 ± 0.02(stat).630

Values and errors of the corresponding NPs for background-only fit are presented in Figure 9. Figure 10631

shows the correlation matrix for NPs with the highest value of correlation coefficients for the background-632

only fit.633

5.3.2 Fit to Asimov data634

Results of the fit to Asimov data are presented in Table 13. The values of the background normalisation635

coefficients are the same as for the background-only fit by the definition of the Asimov dataset. The636

𝜇𝑍𝛾EWK = 1 since it was not affected by the background-only fit.637
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Figure 7: Post background-only fit distributions. Expected distribution are compared to observed data in the 𝑊𝛾 CR.
The vertical error bars on the data points correspond to the data statistical uncertainty. The dashed band corresponds
to the combination of the MC statistical uncertainty and systematic uncertainties.
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Figure 8: Summary of the pre and post background-only fit processes yield for all of the regions. The vertical error
bars on the data points correspond to the data statistical uncertainty. The dashed band corresponds to the combination
of the MC statistical uncertainty and systematic uncertainties.
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Figure 9: Nuisance parameters value and error (pull plot) after background only fit.
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Figure 10: Correlation matrix of the background only fit parameters. Only parameters with the highest values of the
correlation coefficient are shown.
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𝑊𝛾 CR Signal region

𝑍 (𝜈�̄�)𝛾 QCD 532 ± 0 10 583 ± 0
𝑍 (𝜈�̄�)𝛾 EWK 11.59± 0.06 153.1 ± 0.8
𝑊𝛾 QCD 4990 ± 70 4300 ± 60
𝑊𝛾 EWK 263 ± 4 149 ± 2
𝑒 → 𝛾 334.4 ± 1.7 2874 ± 0
𝑗 → 𝐸𝑚𝑖𝑠𝑠

𝑇
619 ± 3 5330 ± 30

𝑗 → 𝛾 104.1 ± 0.5 2070 ± 10
𝑍 (ℓℓ̄)𝛾 280 ± 0 287 ± 0
𝑡𝑡𝛾 749 ± 11 255 ± 4

Total 7880 ± 90 26 000 ± 70

Data 7892
Table 12: Event yields for the signal and all of the background processes considered in this analysis after the
background only fit. The yields are presented in the regions described in Section 3.6.2. The uncertainty of the
expected yield consists of statistical and systematic uncertainties.

𝜇𝑍𝛾 1.00 ± 0.02(stat)
𝜇𝑊𝛾 1.08 ± 0.02(stat)
Expected significance, 𝜎 70

Table 13: Values of normalisation coefficients and the expected median significance of the cross-section measurement
after the fit to Asimov data
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Figure 11: Nuisance parameters value and error (pull plot) after Asimov data fit.

Values and errors of the corresponding NPs for Asimov data fit are presented in Figure 11. Figure 12 shows638

the correlation matrix for NPs with the highest value of correlation coefficients for the Asimov data fit.639

Figure 13 shows the estimations of the pre-fit and post-fit impact of the systematic uncertainties on the total640

systematic uncertainty of the POI in Asimov data fit.641

5.3.3 Observed results642

Figures 15 and 14 show the distributions for the fit to the observed data in both 𝑊𝛾 CR and SR before643

and after the fit, respectively. Figure 16 presents the summary of the processes event yields for all of the644

regions in the fit to the observed data in both 𝑊𝛾 CR and SR. Table 14 shows the event yields after the fit.645

Normalisation coefficients obtained in the fit to the observed data in both 𝑊𝛾 CR and SR are presented in646

Table 15.647
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Figure 12: Correlation matrix of the Asimov data fit parameters. Only parameters with the highest values of the
correlation coefficient are shown.
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Figure 13: Estimations of the pre-fit (empty blue bars) and post-fit (filled blue bars) impact of the systematic
uncertainties on the total systematic uncertainty of the POI (measured with the scale on the top part of the chart) and
the values of the corresponding NPs and their errors (black points with error bars, measured with the scale on the
bottom part of the chart). Results are presented for the fit to the Asimov data. The vertical dashed lines mark the -1
and 1 points on the bottom scale — expected span of the NP error. The systematic uncertainties are sorted by the
estimation of the post-fit impact, only the first 30 systematic uncertainties are shown
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Figure 14: Distributions before the fit to the observed data in both 𝑊𝛾 CR and SR. The vertical error bars on the data
points correspond to the data statistical uncertainty. The dashed band corresponds to the combination of the MC
statistical uncertainty and systematic uncertainties.
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Figure 15: Distributions after the fit to the observed data in both 𝑊𝛾 CR and SR. The vertical error bars on the data
points correspond to the data statistical uncertainty. The dashed band corresponds to the combination of the MC
statistical uncertainty and systematic uncertainties.
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Figure 16: Summary of the processes yield for all of the regions before and after the fit to the observed data in both
𝑊𝛾 CR and SR. The vertical error bars on the data points correspond to the data statistical uncertainty. The dashed
band corresponds to the combination of the MC statistical uncertainty and systematic uncertainties.
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𝑊𝛾 CR Signal region

𝑍 (𝜈�̄�)𝛾 QCD 532 ± 5 10 600 ± 200
𝑍 (𝜈�̄�)𝛾 EWK 11.59± 0.12 154 ± 3
𝑊𝛾 QCD 4990 ± 90 4300 ± 80
𝑊𝛾 EWK 263 ± 5 149 ± 3
𝑒 → 𝛾 334 ± 3 2870 ± 30
𝑗 → 𝐸𝑚𝑖𝑠𝑠

𝑇
619 ± 6 5330 ± 50

𝑗 → 𝛾 104.1 ± 1.0 2070 ± 20
𝑍 (ℓℓ̄)𝛾 280 ± 3 287 ± 3
𝑡𝑡𝛾 749 ± 13 255 ± 5

Total 7890 ± 100 26 000 ± 200

Data 7892 26523
Table 14: Event yields for the signal and all of the background processes considered in this analysis after the unblinded
background and signal fit. The yields are presented in the regions described in Section 3.6.2. The uncertainty of the
expected yield consists of statistical and systematic uncertainties.

𝜇𝑍𝛾 1.01 ± 0.02(stat)
𝜇𝑊𝛾 1.08 ± 0.02(stat)
Observed significance, 𝜎 66

Table 15: Values of normalisation coefficients and the observed significance of the cross-section measurement after
the fit to the observed data in both 𝑊𝛾 CR and SR.
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Figure 17: Nuisance parameters value and error (pull plot) after the fit to the observed data in both 𝑊𝛾 CR and SR.

Values and errors of the corresponding NPs for Asimov data fit are presented in Figure 17. Figure 18 shows648

the correlation matrix for NPs with the highest value of correlation coefficients for the Asimov data fit.649

Figure 19 shows the estimations of the pre-fit and post-fit impact of the systematic uncertainties on the total650

systematic uncertainty of the POI in Asimov data fit.651

6 Conclusion652

Measurements of Z𝛾 production in
√
𝑠 = 13 TeV 𝑝𝑝 collisions at the LHC are presented. The analysed653

data were collected with the ATLAS detector during full Run2 of the LHC and correspond to an integrated654

luminosity of 140 fb−1. The events are selected using high 𝐸𝑇 photon trigger. The dominant backgrounds655

are from 𝛾+jet and 𝑊𝛾 processes and these are evaluated using two-dimensional sideband method and656

simultaneous fit to data respectively. Also significant backgrounds are from electrons-faking-photons657
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Figure 18: Correlation matrix of the parameters for the fit to the observed data in both 𝑊𝛾 CR and SR. Only
parameters with the highest values of the correlation coefficient are shown.
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Figure 19: Estimations of the pre-fit (empty blue bars) and post-fit (filled blue bars) impact of the systematic
uncertainties on the total systematic uncertainty of the POI (measured with the scale on the top part of the chart)
and the values of the corresponding NPs and their errors (black points with error bars, measured with the scale on
the bottom part of the chart). Results are presented for the fit to the observed data in both 𝑊𝛾 CR and SR. The
vertical dashed lines mark the -1 and 1 points on the bottom scale — expected span of the NP error. The systematic
uncertainties are sorted by the estimation of the post-fit impact, only the first 30 systematic uncertainties are shown

and jets-faking-photons and these are evaluated using other data-driven techniques. The measurement658

uses invisible decay mode of the gauge boson 𝑍 → 𝜈�̄� and is performed in a fiducial phase space closely659

matching the detector acceptance.660

The cross section is measured integrally and differentially as a function of the transverse momentum 𝑝T661

of the photon, pseudorapidity 𝜂 of the photon, the missing transverse energy, the jet multiplicity and662

YYYY. The cross sections and kinematics are quoted for the sum of the three neutrino flavors. The663

measured cross sections and unfolded kinematic distributions are compared to SM predictions. The SM664

predictions agree well with the data. The NNLO parton-level generator MCFM, with a scale factor making665

a correction from the parton to the hadron level, is used for predictions of both the differential spectra666

and the absolute production cross sections. For further cross-check of the theoretical predictions, the667

computational framework POWHEG is used. Table ?? presents the cross-section comparison between data668

and the SM for 𝑝 + 𝑝 → Z + 𝛾 + X.669

Differential cross-section results can be found on the Figures ??.670

Having found no significant deviations from SM predictions, the data are used to put limits on triple671

anomalous couplings of photons to Z bosons from Z/𝛾∗ s-channel production coupled to a final state Z672

boson and one photon (aTGC’s). The limits obtained on the aTGC parameters ℎ𝑉3 and ℎ𝑉4 (V = Z or 𝛾) are673

presented in Table ??. The limits obtained with the EFT formalism aTGC parameters 𝐶�̃�𝑊 /Λ4, 𝐶𝐵𝑊 /Λ4,674

𝐶𝐵𝐵/Λ4, 𝐶𝑊𝑊 /Λ4, 𝐺+ and 𝐺− are presented in Table ??.675
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Variable 1 2 3 4
𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . > 11 —
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) > 0.7 —

Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) > 0.4 —
𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV >130 —
Signal

Z(𝜈𝜈)𝛾QCD 9749 ± 8 9840 ± 8 10513 ± 8 13937 ± 9
Z(𝜈𝜈)𝛾EWK 138.3 ± 0.3 140.1 ± 0.3 152.1 ± 0.3 314 ± 0.4
Total signal 9887 ± 8 9980 ± 8 10675 ± 8 14251 ± 9

Background
W𝛾 QCD 3600 ± 21 3645 ± 22 3936 ± 23 8838 ± 33
W𝛾 EWK 124.3 ± 0.7 126.1 ± 0.7 136.3 ± 0.7 430.7 ± 1.3
tt, top 186 ± 6 208 ± 6 241 ± 6 3217 ± 23
W(e𝜈) 2942 ± 447 3259 ± 518 3430 ± 479 8569 ± 664
tt𝛾 210 ± 3 213 ± 3 234 ± 3 1075 ± 7
𝛾+j 4950 ± 51 5015 ± 52 5262 ± 53 45029 ± 145
Zj 213 ± 16 315 ± 20 403 ± 21 2575 ± 50
Z(ll)𝛾 266 ± 4 270 ± 4 285 ± 5 715 ± 7
W(𝜏𝜈) 512 ± 75 697 ± 81 785 ± 79 5538 ± 144
Total bkg. 13003 ± 457 13747 ± 528 14712 ± 490 75988 ± 698
Stat. signif. 65.4 ± 0.7 64.8 ± 0.7 66.9 ± 0.6 47.44 ± 0.19
𝑆/𝑆0 0.6938 ± 0.0007 0.7003 ± 0.0007 0.7491 ± 0.0007 1
𝐵/𝐵0 0.171 ± 0.006 0.181 ± 0.007 0.194 ± 0.007 1
1 − 𝐵/𝐵0 0.829 ± 0.006 0.819 ± 0.007 0.806 ± 0.007 0
𝑆/𝐵 0.76 ± 0.03 0.73 ± 0.03 0.73 ± 0.02 0.1875 ± 0.0017

Table 16: The results of selection optimisation at three different working points FixedCutTight, FixedCutTightCaloOnly,
FixedCutLoose.

Appendices766

A Additional tests in the course of selection optimization767

A.1 Selection optimisation at different working points768

Table 16 shows the results of selection optimisation at three different working points FixedCutTight,769

FixedCutTightCaloOnly, FixedCutLoose. The optimal variable constraints are the same for the considered770

working points, but using the working point FixedCutLoose achieves greater statistical significance and771

preserves a larger number of signal events. The table also shows the event yields for each optimisation772

option and event yields before the constraints on the optimised variables are imposed.773
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𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . 𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . 𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . 𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . 𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . 𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 .

𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV 𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV 𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV 𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV 𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV 𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾)

Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1)
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2)

Signal
Z(𝜈𝜈)𝛾 QCD 9718 ± 8 11063 ± 8 9813 ± 8 9732 ± 8 9902 ± 8 9767 ± 8
Z(𝜈𝜈)𝛾 EWK 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0
Total signal 9718 ± 8 11063 ± 8 9813 ± 8 9732 ± 8 9902 ± 8 9767 ± 8

Background
W𝛾 QCD 3143 ± 21 4413 ± 24 3236 ± 21 3206 ± 21 3510 ± 22 3299 ± 21
W𝛾 EWK 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0
W(e𝜈) 2936 ± 447 3733 ± 481 3141 ± 469 3190 ± 447 3248 ± 449 3197 ± 447
tt, top 177 ± 5 521 ± 9 180 ± 6 224 ± 6 235 ± 6 235 ± 6
tt𝛾 194 ± 3 537 ± 5 195 ± 3 197 ± 3 219 ± 3 214 ± 3
𝛾+j 7178 ± 77 17871 ± 120 7528 ± 78 7202 ± 77 8650 ± 81 7530 ± 78
Zj 211 ± 16 268 ± 17 213 ± 16 213 ± 16 223 ± 16 215 ± 16
Z(ll)𝛾 253 ± 4 335 ± 5 264 ± 4 254 ± 4 313 ± 5 267 ± 4
Total bkg. 14092 ± 455 27678 ± 497 14757 ± 477 14486 ± 455 16400 ± 457 14955 ± 455
Stat. signif. 63.0 ± 1.7 56.2 ± 1.8 62.6 ± 1.7 62.5 ± 1.7 61.1 ± 1.8 62.1 ± 1.7

Table 17: Comparison of statistical significance and event returns when each of the optimised variables is excluded.
The excluded variable is highlighted in red.

A.2 Comparison of the efficiency of variable cuts774

A.3 A test of the efficiency of the variable 𝑵𝒃− 𝒋 𝒆𝒕𝒔775

A test of the efficiency of variable 𝑁𝑏− 𝑗𝑒𝑡𝑠 found that the optimal number of b-jets in an event does not776

exceed 1 (Table 18). However, it can be seen from Figure 20 as well as from Table 19 that the improvement777

in significance associated with the number of b-jets constraint does not exceed the statistical error. Thus, it778

was decided to abandon the phase space restriction for this variable.779

A.4 A test of the efficiency of the variable 𝒑𝑺𝒐 𝒇 𝒕𝑻𝒆𝒓𝒎𝑻780

A test of the efficiency of the variable 𝑝
𝑆𝑜 𝑓 𝑡𝑇 𝑒𝑟𝑚

𝑇
showed that the optimal upper threshold value for this781

variable is 39. (Table 20). However, it can be seen from Figure 21 as well as from Table 20 that the782

improvement in significance associated with the 𝑝
𝑆𝑜 𝑓 𝑡𝑇 𝑒𝑟𝑚

𝑇
constraint does not exceed the statistical error.783

Thus, it was decided to abandon the phase space restriction for this variable.784
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Variable Cut Cut
𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . > 11 —
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) > 0.6 —

Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) > 0.4 —
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) > 0.2 —

𝑁𝑏− 𝑗𝑒𝑡 < 2 —
𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV > 130 —

Stat. signif. 63.0 ± 1.7 41.9 ± 1.6
Total signal 9714 ± 8 12256 ± 9
Total bkg. 14039 ± 455 73234 ± 546

Table 18: Thresholds on variables obtained during optimisation as well as statistical significance and event yields
before and after optimisation.

Figure 20: Distributions of the variable number of b-jets before (left) and after (right) optimisation. The left
distribution is plotted in the phase space bounded by preselection conditions (Sec. 3.6.1). The right distribution is
plotted in the phase space bounded by preselection conditions and optimal selections obtained during optimisation.
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Signal
Before optimisation 𝑁𝑏− 𝑗𝑒𝑡 < ∞ 𝑁𝑏− 𝑗𝑒𝑡<2 𝑁𝑏− 𝑗𝑒𝑡<1

Z(𝜈𝜈)𝛾 QCD 12256 ± 9 9718 ± 8 9714 ± 8 9635 ± 8
Z(𝜈𝜈)𝛾 EWK 0 ± 0 0 ± 0 0 ± 0 0 ± 0
Total signal 12256 ± 9 9718 ± 8 9714 ± 8 9635 ± 8

Background
W𝛾 QCD 6528 ± 28 3143 ± 21 3142 ± 21 3105 ± 21
W𝛾 EWK 0 ± 0 0 ± 0 0 ± 0 0 ± 0
W(e𝜈) 6952 ± 507 2936 ± 447 2936 ± 447 2928 ± 447
tt, top 1667 ± 17 177 ± 5 159 ± 5 88 ± 4
tt𝛾 874 ± 6 194 ± 3 167 ± 3 80.8 ± 1.9
𝛾+j 56284 ± 198 7178 ± 77 7171 ± 77 7091 ± 76
Zj 333 ± 18 211 ± 16 211 ± 16 210 ± 16
Z(ll)𝛾 596 ± 7 253 ± 4 253 ± 4 251 ± 4
Total bkg. 73234 ± 546 14092 ± 455 14039 ± 455 13753 ± 455
Stat. signif. 41.9 ± 1.6 63.0 ± 1.7 63.0 ± 1.7 63.0 ± 1.8

Table 19: Statistical significance and event yields before optimisation, with no restriction on the number of b-jets,
with optimal restriction on the number of b-jets, and with full veto on b-jets

Variable Cut Cut
𝐸𝑚𝑖𝑠𝑠
𝑇

𝑠𝑖𝑔𝑛𝑖 𝑓 . >11 >11
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝛾) > 0.6 > 0.6

Δ𝜙(𝐸𝑚𝑖𝑠𝑠
𝑇

, 𝑗1) > 0.4 > 0.4
Δ𝜙(𝐸𝑚𝑖𝑠𝑠

𝑇
, 𝑗2) > 0.2 > 0.2

𝐸𝑚𝑖𝑠𝑠
𝑇

, GeV > 130 > 130
𝑝
𝑆𝑜 𝑓 𝑡𝑇 𝑒𝑟𝑚

𝑇
, GeV — < 39

Stat. signif. 63.0 ± 1.7 63.0 ± 1.8
Total signal 9718 ± 8 9627 ± 8
Total bkg. 14092 ± 455 13682 ± 455

Table 20: Results of selection optimisation with and without variable 𝑝
𝑆𝑜 𝑓 𝑡𝑇 𝑒𝑟𝑚

𝑇

6th March 2023 – 10:22 43



ATLAS DRAFT

Figure 21: Distributions of the variable 𝑝
𝑆𝑜 𝑓 𝑡𝑇 𝑒𝑟𝑚

𝑇
after optimisation. The distribution is plotted in the phase space

bounded by preselection conditions and optimal selections obtained during optimisation.
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B Estimation of systematic uncertainties on 𝒆 → 𝜸 fake rate785

B.1 Background under Z peak evaluation and related systematics786

As can be seen from Fig. 22 distributions on e-e and e-𝛾 invariant mass have a different shapes of the787

background, therefore to estimate number of background events under Z peak the fit is performed in a788

different way for e-e and e-𝛾 spectra.789

The e-e spectra are fitted from the left and from the right sides of the Z peak separately. The ranges790

(30, 60) GeV and (120, 200) GeV are chosen to avoid the bump in the beginning of mass spectrum791

and not to get too close to the Z-peak. The exponential function with 2 parameters is used for the fit:792

𝑓 (𝑥) = 𝑒𝑥𝑝(𝑝0 + 𝑝1 · 𝑥). The results can be seen in Fig. 22 on the left side plots. Then fit functions793

extrapolations from the left and from the right sides are used to calculate the integral under each of them in794

Z peak region (𝑀𝑍 − 10, 𝑀𝑍 + 10) GeV. It results in the maximum and the minimum estimation of the795

background: 𝑁𝑏𝑘𝑔
𝑚𝑎𝑥 and 𝑁

𝑏𝑘𝑔

𝑚𝑖𝑛
. The average is taken for estimation of the nominal fake-rate value. 𝑁𝑏𝑘𝑔

𝑚𝑎𝑥796

and 𝑁
𝑏𝑘𝑔

𝑚𝑖𝑛
values are used as variations for obtaining systematics on background subtraction.797

The e-𝛾 spectra are fitted from the left and from the right sides of the Z peak by the same exponential798

function with 3 parametes: 𝑓 (𝑥) = 𝑒𝑥𝑝(𝑝0 + 𝑝1 · 𝑥 + 𝑝2 · 𝑥2). The ranges for the fit (25, 70) GeV and799

(110, 200) GeV are safely extended in comparison with e-e case to gain more statistics. The results of the800

fit can be seen in Fig. 22 on the right side plots. Fit function extrapolation to the region under the Z peak is801

used to obtain the integral in the region (𝑀𝑍 − 10, 𝑀𝑍 + 10) GeV, which is used as the background value802

for the estimation of the nominal fake-rate value. To estimate the systematic uncertainty on the integral the803

variations of fit parameters on their statistical uncertainties are performed.804

To obtain the systematic uncertainty the largest deviations from the nominal fake-rate value coming from805

background variation in e-e and e-𝛾 pairs are summed in quadrature.806

B.2 Real fake-rate estimation807

For estimation of "real fake rate" in 𝑍 (𝑒𝑒) MC is calculated as ratio of all tag-n-probe 𝑒 − 𝛾 pairs to all808

tag-n-probe 𝑒 − 𝑒 pairs, in which each particle is checked by MCTruthClassifier as described in Sec. 4.1.1809

to be either electron coming from Z boson or misidentified photon coming from Z boson or final state810

radiation.811

"Real fake rate" is estimated in the same 3 regions on 𝜂 and 𝑝𝑇 as fake-rate in data.812

B.3 Resulting systematics813

Fake rates obtained from 𝑍 (𝑒𝑒) MC and used for systematic evaluation are listed in Table 21. For814

mass-window variation, the largest deviations from the nominal fake-rate value in 𝑍 (𝑒𝑒) (line 1 of the815

forementioned table) in each region are listed in line 2. "Real fake rate" in 𝑍 (𝑒𝑒) MC is presented in line816

3.817

Resulting values of each systematic component are listed in Table 22 in percents. Relative difference818

between nominal and the largest mass-window deviation fake-rates are shown in line 1. Relative systematic819
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Figure 22: Fit of sideband regions and extrapolation of the combinatorial background to the region under Z peak.
𝑒𝑒-pairs on the left, 𝑒𝛾-pairs on the right. Top – central low-𝑝𝑇 region, middle - central high-𝑝𝑇 region, bottom -
forward region.
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fake rate 150 < 𝐸
𝛾

𝑇
< 250 GeV 𝐸

𝛾

𝑇
> 250 GeV 1.52 < |𝜂 | < 2.370 < |𝜂 | < 1.37 0 < |𝜂 | < 1.37

𝑍 (𝑒𝑒) MC tag-n-probe 0.0214 ± 0.0004 0.0199 ± 0.0006 0.0752 ± 0.0012
𝑍 (𝑒𝑒) MC mass window variation 0.0213 ± 0.0004 0.0200 ± 0.0006 0.0756 ± 0.0012
𝑍 (𝑒𝑒) MC ”real” 0.022 ± 0.002 0.023 ± 0.002 0.084 ± 0.004

Table 21: Electron-to-photon fake rates estimated in MC.

fake rate 150 < 𝐸
𝛾

𝑇
< 250 GeV 𝐸

𝛾

𝑇
> 250 GeV 1.52 < |𝜂 | < 2.370 < |𝜂 | < 1.37 0 < |𝜂 | < 1.37

syst. from mass window var.: 0.3% 0.8% 0.5%
syst. from tag-n-probe and real f.r.: 2.8% 18% 11%
Background fit variation 3.5% 11% 3%
Total syst.: 4.5% 21% 12%

Table 22: Electron-to-photon fake rate systematics components.

fake rate 150 < 𝐸
𝛾

𝑇
< 250 GeV 𝐸

𝛾

𝑇
> 250 GeV 1.52 < |𝜂 | < 2.37 Total

0 < |𝜂 | < 1.37 0 < |𝜂 | < 1.37
syst. on fake-rate estimation. 4.5% 21% 12%
syst. from stat. unc. on fake-rate 2.6% 6.7% 2.6%
syst. from impurity of CR 0.85% 0.85% 0.85%
Total rel. syst. 5.3% 22% 12.3%
Event yield in (incl.) e-probe CR 51923 11971 22603
Fake-rate 0.0234 0.0195 0.0704
𝑒 → 𝛾 event yield in SR 1213.4 233.2 1592.2 3039
Total abs. syst. 64.3 51.3 195.8 209

Table 23: Systematics breakdown for 𝑒 → 𝛾 background for SR.

uncertainty from difference in the "real fake rate" and the nominal fake rate in 𝑍 (𝑒𝑒) MC is shown in line820

2. Systematics on estimation of the background under Z peak described in Sec. B.1 is shown line 3.821

Total systematic uncertainty on fake-rate is calculated as sum in quadrature of all four components and is822

shown in the bottom line of the table.823

Total systematics breakdown on 𝑒 → 𝛾 background in each of 𝜂 and 𝑝𝑇 regions are shown in Table 23.824

The numbers are shown for SR. Total systematics in SR is calculated as a sum in quadrature of the total825

absolute systematic uncertainties for every 𝜂 and 𝑝𝑇 regions. It counts 6.8% for SR.826
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C 𝒆 → 𝜸 fake rate: forward region division in 𝑬𝜸
𝑻827
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Figure 23: Fit of sideband regions and extrapolation of the combinatorial background to the region under Z peak.
𝑒𝑒-pairs on the left, 𝑒𝛾-pairs on the right. Top – forward low-𝑝𝑇 region, bottom – forward high-𝑝𝑇 region.
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D The suppression of beam-induced background events828

This appendix consists in a summary of the studies done to understand the problem related to an anomalous829

rate of photons in the loose’3 and isolated region of the data-driven background estimation method for830

events with jets misidentification as photons.831

Figure 24 shows 𝑧 coordinate pointed by the photon candidate with respect to the identified primary vertex832

Δ𝑧 = 𝑧𝛾 − 𝑧vtx distribution in data for different regions of ABCD method, described in Section 4.2.833
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Figure 24: Δ𝑧 distribution in data for (a) isolated tight photons, (b) non-isolated tight photons, (c) isolated loose’3
photons and (d) non-isolated loose’3 photons.

As for the tight photons the Δ𝑧 is peaked at zero and for the region enriched in beam-induced background834

(BIB) [32] most of the events are concentrated at much higher values of Δ𝑧; Δ𝑧 cut is thus used as a variable835

to discriminate between hard scatter photons and photons induced by beam background.836

The loose’3 and isolated region is the most affected region with the greatest contribution from unconverted837

photons as shown in Figure 25. Moreover, those photons are concentrated around |𝜙 | = 0, |𝜙 | = 3 and838

|𝜂 | = 2 as shown in Figure 26 pointing to beam induced background.839
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Figure 25: Δ𝑧 distribution in the loose’3 and isolated region for (a) unconverted and (b) converted photons.
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Figure 26: Distribution of photon 𝜙 versus photon 𝜂 in the loose’3 and isolated region.

By applying cuts on |𝜙 | < 0.2, |𝜙| ∈ [2.9, 3.2] and |𝜂 | > 1.7 for unconverted photons in the loose’3 and840

isolated region one can be sure that beam induced background events concentrate in this area as reported841

in Figure 27.842

A cut on Δ𝑧 has been optimized directly for the analysis selections in order to reject the maximum number843

of events in the loose’3 isolated region and at the same time accept the highest fraction of hard scatter844

photons in the tight isolated region. Figure 28(a) shows the acceptance efficiency of tight and isolated845

photons from the data. Figure 28(b) shows the rejection efficiency in the data for the loose’3 isolated region846

as a function of the applied cut on Δ𝑧 in mm.847

When requiring |Δ𝑧 | < 250 mm, the rejection efficiency is found to be 100 ± 2% in data, while the848

acceptance on signal photons is 99.7 ± 0.9%, which means that this cut is optimal.849
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Figure 27: Δ𝑧 distribution in the loose’3 and isolated region for unconverted photons with cuts on |𝜙| < 0.2,
|𝜙| ∈ [2.9, 3.2] and |𝜂 | > 1.7.
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Figure 28: (a) Acceptance efficiency in the tight isolated region and (b) rejection efficiency for loose’3 isolated region
in data.
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E Pile-up background850
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F The choice of the isolation working point851

Three isolation working points were considered: FixedCutTight, FixedCutTightCaloOnly and Fixed-852

CutLoose. Along with the nominal case, where a photon is required to pass 𝑝cone20
T /𝑝𝛾T < 0.05 isolation853

in all control regions, the track isolation can be additionally inverted 𝑝cone20
T /𝑝𝛾T > 0.05 in non-isolated854

regions to reduce correlations between photon identification and isolation variables. The distributions855

of isolation variables for each isolation working point and loose’ are shown in Figure 29, Figure 30 and856

Figure 31.857

The upper cut on the isolation energy can only be used only in FixedCutTight to prevent a deviation of R factor858

in data from 1. To define the regions where the R factor is stable, the cut 𝐸cone40
T − 0.022𝑝𝛾T < 25.45 GeV859

is applied.860

The estimates for R factor in MC and data for all working points are reported in Table 24. The least861

correlation is observed for FixedCutLoose working point.862

FixedCutTight working point
R factor loose’2 loose’3 loose’4 loose’5
MC 1.05 ± 0.14 1.21 ± 0.15 1.38 ± 0.16 1.65 ± 0.19
Data-driven 1.08 ± 0.07 1.14 ± 0.07 1.11 ± 0.06 1.15 ± 0.06

FixedCutTight working point with cut 25.45 GeV
R factor loose’2 loose’3 loose’4 loose’5
MC 1.07 ± 0.16 1.17 ± 0.17 1.18 ± 0.16 1.31 ± 0.17
Data-driven 1.11 ± 0.13 1.11 ± 0.12 1.14 ± 0.11 1.17 ± 0.11

FixedCutTightCaloOnly working point
R factor loose’2 loose’3 loose’4 loose’5
MC 1.18 ± 0.13 1.31 ± 0.13 1.37 ± 0.13 1.54 ± 0.14
Data-driven 1.14 ± 0.06 1.20 ± 0.06 1.19 ± 0.06 1.22 ± 0.06

FixedCutLoose with inverted track isolation
R factor loose’2 loose’3 loose’4 loose’5
MC 1.11 ± 0.13 1.23 ± 0.12 1.34 ± 0.12 1.60 ± 0.13
Data-driven 0.97 ± 0.10 1.05 ± 0.10 1.05 ± 0.09 1.06 ± 0.08

Table 24: Estimated correlation factor R between photon identification and isolation variables in MC and data for
different isolation working points.
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Figure 29: 𝐸cone40
T − 0.022𝑝𝛾T distribution for FixedCutTight working point for 𝑍 (𝜈�̄�)+jets and hadronic 𝑊 (𝜏𝜈) decay

in data and MC. The bottom panel shows the ratio of tight photon candidates from 𝑍 (𝜈�̄�)+jets and hadronic 𝑊 (𝜏𝜈)
decay simulation and anti-tight photon candidates in data to the anti-tight photon candidates from 𝑍 (𝜈�̄�)+jets and
hadronic 𝑊 (𝜏𝜈) decay.
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Figure 30: 𝐸cone40
T − 0.022𝑝𝛾T distribution for FixedCutTightCaloOnly working point for 𝑍 (𝜈�̄�)+jets and hadronic

𝑊 (𝜏𝜈) decay in data and MC. The bottom panel shows the ratio of tight photon candidates from 𝑍 (𝜈�̄�)+jets and
hadronic 𝑊 (𝜏𝜈) decay simulation and anti-tight photon candidates in data to the anti-tight photon candidates from
𝑍 (𝜈�̄�)+jets and hadronic 𝑊 (𝜏𝜈) decay.
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Figure 31: 𝐸cone40
T − 0.022𝑝𝛾T distribution for FixedCutLoose working point for 𝑍 (𝜈�̄�)+jets and hadronic 𝑊 (𝜏𝜈)

decay in data and MC. The bottom panel shows the ratio of tight photon candidates from 𝑍 (𝜈�̄�)+jets and hadronic
𝑊 (𝜏𝜈) decay simulation and anti-tight photon candidates in data to the anti-tight photon candidates from 𝑍 (𝜈�̄�)+jets
and hadronic 𝑊 (𝜏𝜈) decay.
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G The choice of the isolation gap value863

The non-isolated control regions in the data-driven background estimation method for 𝑗 𝑒𝑡 → 𝛾 events864

can be defined by the isolation gap between those control regions and the isolated regions which passes865

the FixedCutLoose isolation cut. This impacts mainly the signal leakage to control regions B and D. By866

increasing the isolation gap, the signal leakage becomes smaller, but the statistics in the control regions B867

and D also decrease. Table 25 shows the signal leakage parameters predicted by the signal MC for loose’3868

and different values of isolation gap.869

Isolation gap 𝑐𝐵 𝑐𝐷

0 GeV 0.01003 ± 0.00008 0.00055 ± 0.00002
1 GeV 0.00970 ± 0.00007 0.00053 ± 0.00002
2 GeV 0.00939 ± 0.00007 0.00051 ± 0.00002
3 GeV 0.00908 ± 0.00007 0.00049 ± 0.00002
4 GeV 0.00879 ± 0.00007 0.00047 ± 0.00002

Table 25: Fraction of signal leakage to control regions B and D, 𝑐𝐵 and 𝑐𝐷 , for loose’3 and different isolation gaps.

The isolation gap of 2 GeV is chosen as a baseline to ensure small enough signal leakage and also smaller870

uncertainties on the overall 𝑍 (𝜈�̄�) + 𝑗 𝑒𝑡𝑠 and hadronic 𝑊 (𝜏𝜈) decay backgrounds prediction.871
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H Data-driven R factor estimation872

To estimate the correlation between non-tight photon identification working point and isolation in data two873

additional regions are introduced as shown in Fig. 32:874

• Tight and extra non-isolated region (control region E): events have a leading photon candidate that is875

extra non-isolated (𝐸cone20
T − 0.065𝑝𝛾T > 4.5 GeV) and passes the tight selection.876

• Non-tight and extra non-isolated region (control region F): events have a leading photon candidate877

that is extra non-isolated (𝐸cone20
T − 0.065𝑝𝛾T > 4.5 GeV) and passes the non-tight selection.878

In this case instead of formula

𝑅 =
𝑁MC

A 𝑁MC
D

𝑁MC
B 𝑁MC

C
,

which was used for MC, one can use

𝑅 =
𝑁data

B−E𝑁
data
F

𝑁data
D−F𝑁

data
E

,

where 𝑁data
i are the numbers of estimated 𝑗 𝑒𝑡 → 𝛾 events in corresponding regions in data. To obtain879

these values, the numbers of events for other backgrounds and signal are subtracted from data yield in each880

region. Resulting R factors are shown in Table 6 of Section 4.2.

Figure 32: Schematic illustration of the two-dimensional plane based on photon isolation and identification variables
with separation on A, B, C, D and extra E, F control regions.

881
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