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Problem

stations I€ ' effeCtive area

of the TAI S . The
HISCORE IS € | . < osmlc partlcles and
gamma rays withl energlesv -

* Each station records a large amoun ata, including

the signal arrival time and i . Primary data
analysis includes the reconstruction of EAS ;
parameters. ﬁe are the EAS axis direction, the type
of primary particle, and its‘energy. We present the
preliminary results of application of the deep learning
method to reconstruct the EAS parameters registered
by HISCORE.
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<}
Appoachs .@

) the EAS axis direction, we
S based on deep neural networks.

apg yach is bqs? 0N representing a set of time stamps
for signal arrival as an im and processing such data using
convolutional neura R -

- The se_c%approach fully connected deep neural networks

to solve the regression problem based on time stamps.

. Usi_
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® @ Convolutional neural network-g@

is assigned |
and its amplitt

€
* As alabeled a or training and-validating
the CNN, we used the dat the EAS axis
parameters provided by V. Prosin's group,
obtained by hconventlonal method.

* To transform the grid into a Cartesian grid, we
used an oblique coordinate system and added
virtual stations at free points with zero values.
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SN |

=il ,a_the‘mo‘_d'el usés dropout
regularization. The probabﬂ" yitching off a

random neur@n is 5% in the first fully connected layer
and 2.5% in &econd. To improve accuracy and L
avoid overfitting, the learning rate is automatically oL
reduced when a plateau in the accuracy of neural

network predictions is reached.
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Q@agonvolutlonal neural network-cr?)Q

% DeVIaU 0lf R - — mean value
dll’eCtI'D L The average value of the angle a is 0.6°
by the:CN
direction d

by the conventional
algorithm

Number of events

L
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~e Convolutlonal neural network -cDDA

Labeled theta-phi distribution

Iabeled o
distribution™res
botton. S

* Both histogram show similar dF’EFIbUtIOﬂS

iIndicating that the neur successfully - E—

reconstructggd the angle distribution. The peaks Z- i

In frequenc occurrence (the brighter areas)

phi angle

phi reconstructed

match in location and shape in both histogram,
Indicating rather good accuracy of
reconstruction.
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and less.thée
zenith angles ¢
from 30° to 40°,"e
from —60° to 60°.

- _

* To determine the direction of the EAS, ﬁlﬁta from a fixed
number K of HISCORE station:s the input of a
fully connected neural network. The time of signal
registration by %taﬂon the signalamplitude, and the
coordinates of the'station are used as input data. The
stations are selected randomly from among those that
registered a signal above the threshold level, after which
they are ordered by time. The first of the selected stations
IS taken as the reference point.
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Full connected neural iﬁ
- -_etvyork - A

800 neurons 200 neurons

200 neurons \
200 neurons \
@
¥

direction is calcul

300]g SYI1IONSSY

* The first neural netwerk uses K=8 stations
in the set. The fully connected neural
network has 37 hidden layers. To prevent
the problem ofgdanishing gradients,
networks of th nseNet and ResNet
types are used.

* Two output values correspond to the
azimuth and zenith angles 8 and .

- S%00/q SNIHANSEY g ———

e, ¢
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fun n,where w is the angle between
8o, @o) and the direction determined by

* Sin(2w) W

the netwofk “ '

gy

* To obtain more a uratem of the EAS direction, a large
number of eights of stat selected for the test sample (120 for
all events wilaat least 11 triggered stations), separate estimates were
constructed for them, and the final estimate (61, (1) for each event was

calculated as a Welghted median of the estimates of 0 and ¢ for
individual eights.
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for individ

eights and erfo
QQ;, of composite
estimates.
Average values:
<Wi1> = 0.5460,
<Q;>=0.26°.
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¢ Station

for the project ation: !
second neural ork is trained to estimate the
necessary correctiens+to (0., ¢.). based on the data
from the projected stations. -

ATt} o3
o

* The neural network for refininﬁétinﬁgs has an
architecture simr to the first neural network, but
has 46 input v S (using tens of stations instead

of eight), 61 hidden layers. The two output values

are interpreted as corrections A8 and A@ to the
corresponding angles. '
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T —

1 network, the directions (81, ¢.) of
ipe were chosen randomly,

ing sample of about 42.4 million tens
‘The neural network was trained for 45

FECNN. 2nd stage . nﬁA

, the directions determined by the
first neural ngtwork were used as (01, @1). For the first neural network,
a large nu of tens.of stations were selected (100 or all possible
subsets If there are fewer than 100) and the final corrections (A02, A@-)
were calculated as weighted medians of the corrections for individual
tens.
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=
ECNN. 2nd stage Ry
Qi k AS axis directions (6o,
' tions (01, ¢1) obtained by the
| 'k have a mean value of 0.401°, a
n square value of 0.574°, and a median of
0.265°. The at glega&%ﬁ\/een the EAS axis
directions and the directions obtained by the two
neural neﬂbrks (0:+AB,, @:+A@,) have a mean value
of 0.284°,"a root mean square value of 0.437°, and a
median of 0.168°.

ICPPA, Nov.24, 2024 A Kryukov, SINP MSU 14/18




individual ter
and final errors
(). Avera
values: % |
<w2> = 0.364°,
<Q,>=0.215°.
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Cdonclusion . nﬁA

The convolt ved us to determine the EAS

direction With an ac grees. Note that the data from the
TAIGA exp [ sed as the true direction, V\£h|ch N
themselves | 0.15-0.2 degrees. A further increase in the accuracy

of this metho s pessible by optimizing the network structure, as well as by
using an additional network at the second stage by analogy with the method
used in the case © -_u copnected al networks.

The possibility of using full)/’connggeidi neural networks to obtain direction
estimates of sive air showers from the HISCORE ground -based wide-angle
detector array IS demonstrated. The obtained accuracy is comparable to the
results of conventional methods. The average direction determination error is

about 0.26° when using a single neural network and about 0.215° when using a
two-stage algorithm with two neural networks.
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