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Evolution of HEP computing

HSF-CWP-2017-01
December 15, 2017

WLCG-LHCC-2018-001
05 April 2018

WLCG Strategy towards HL-LHC

A Roadmap for Executive Summary

HEP SOftware and ComPUtmg R&D The goal of this document is to set out the path towards computing for HL-LHC in 2026/7.

fOI' the 20205 Initial estimates of the data volumes and computing requirements show that this will be a
major step up from the current needs, even those anticipated at the end of Run 3. There is a
strong desire to maximise the physics possibilities with HL-LHC, while at the same time
maintaining a realistic and affordable budget envelope. The past 15 years of WLCG
operation, from initial prototyping through to the significant requirements of Run 2, show that
HEP Software Foundation' the community is very capable of building an adaptable and performant service, building on
and integrating national and international structures. The WLCG and its stakeholders have
continually delivered to the needs of the LHC during that time, such that computing has not
been a limiting factor. However, in the HL-LHC era that could be very different unless there
are some significant changes that will help to moderate computing and storage needs, while
maintaining physics goals. The aim of this document is to point out where we see the main
opportunities for improvement and the work that will be necessary to achieve them.

ABSTRACT: Particle physics has an ambitious and broad experimental programme
for the coming decades. This programme requires large investments in detector
hardware, either to build new facilities and experiments, or to upgrade existing ones.
Similarly, it requires commensurate investment in the R&D of software to acquire,
manage, process, and analyse the shear amounts of data to be recorded. In planning
for the HL-LHC in particular, it is critical that all of the collaborating stakeholders
agree on the software goals and priorities, and that the efforts complement each other.

During 2017, the global HEP community has produced a white paper - the Community White
Paper (CWP), under the aegis of the HEP Software Foundation (HSF). The CWP is a
ground-up gathering of input from the HEP community on opportunities for improving
models, ing and storage i software, and i It
covers the entire spectrum of activities that are part of HEP computing. While not specific to
LHC, the WLCG gave a charge to the CWP activity to address the needs for HL-LHC along
the lines noted above. The CWP is a compendium of ideas that can help to address the
concerns for HL-LHC, but by construction the directions set out are not all mutually
i not are they prioriti That is the role of the present document - to prioritise a HL-LHC computing
program of work from the WLCG point of view, with a focus on HL-LHC, building on all of the
background work provided in the CWP, and the experience of the past.

is spirit, this white paper describes the R&D activities required to prepare for
is software upgrade.

arXiv:1712.06982v5 [physics.comp-ph] 19 Dec 2018

At a high level there are a few areas that clearly must be addressed, that we believe will
improve the p al and cost i of the WLCG and experiments:

e Software: With today’'s code the performance is often very far from what modern
CPUs can deliver. This is due to a number of factors, ranging from the construction
of the code, not being able to use vector or other hardware units, layout of data in

htt //d H /1 0 1 007/ 41 781 01 8 001 8 8 memory, and end-end /O performance. With some level of code re-engineering, it
DS . OI . 0 rq . S = - - might be expected to gain a moderate factor (x2) in overall performance. This activity Infrastructure
was the driver behind setting up the HSF, and remains one of the highest priority
— activities. It also requires the appropriate support and tools, for example to satisfy Architectures € —
the need to fully automate the ability to often perform physics validation of software. =
This is essential as we must be adaptable to many hardware types and frequent
changes and optimisations to make the best use of opportunities. It also requires that

the ps a level of ing of how to best write code for
performance, again a function of the HSF.

T Authors are listed at the end of this report.
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[lanbHeWllee pa3BuTUe KOMNbLIOTEPHON MOOENN

dyHOameHMas1bHbIM 80MPOCOM 0715 Pa38UMUA KOMblomepHoU moodesnu 8 obsaacmu
DU3UKU 371EMEHMAPHbIX Yacmuy, A8/8emcs 80MpPoc : «KAK Hoable OaHHble bydym
0bpabameisamobcs, aHAAU3UPOBAMbCA U MoOenuposamscsa Yepes 7-10 nem ?».

Lo nocnedHezo spemeHU MoOesib CMpPOoUsach 8 MPeodnonoXeHuuU, Ymo
aKCrepumeHmol A6a80mca “cobcmeeHHUKamMU” 8bI4UCIUMENbHO20 pecypca.

BapuaHTamu pewieHnsa moryT 6biTh :

1. dKkcnepumeHTbl PBI 1 AP 6yayT npoaonKaTb NOKynaTb HeobxoAumoe annapaTHoe obecneyeHue u

PACLIMPATbL CBOK KOMMbIOTEPHYO MHPPACTPYKTYPY;
—  OyeBUAHOE NPENMYLLECTBO - 3TO NPEMMYLLECTBO “CcOBCTBEHHMKA” pecypca, pecypc mM.6. MCNoNb30BaH M AOCTYNeH B tobon
MOMEHT;
—  ITO NPEeMMyLLECTBO HAZO YYUTbIBATb TOJIbKO B C/ly4ae, €C/IM eCTb AOCTAaTOYHbIM PECYPC B MOMEHT MAaKCMMaNbHOW 3arpysKku, B
OCTaNIbHOE BPEMS BbIYUCAUTENbHbIN pecypc He byaeT Mcnosib3oBaH B NOJHOM 0bbeme;

2. IKcnepumeHTbl PBI 1 AD ByayT noKynaTb MOLWLHOCTM Y TEX, KTO X NPEeAoCTaBAAET Ha KOMMEPUYECKOM

OCHOBe.
—  MpeumyLiecTBo Takoro Noaxoaa COCTOUT B TOM, YTO KanuTasibHble 3aTpaTbl HECET TPETbA CTOPOHA;
— HepocTtaTkom ABAseTcA OTCYyTCTBME rapaHTUKM, YTO pecypc byaeT AoCTyneH Ana UCNob30BaHMA, Koraa 3To noTpebyetca; A
TaKXe HeobxoaMmocTb “goBepua” K TPETbEM CTOPOHE W NPeAoCTaBNeHUs el AOCTYNa K AaHHbIM MeXKAyHapoaHOM

Konnabopauum.
3. KOMI’IpOMMCCHbIM ABNAETCA BapPUaHT, KOraa 6a3oBble pecypcCobl NnpnuHagnexat aKCrnepmnmeHTam, a B

MOMEHT MAaKCUMa/IbHOM HalrpysKU Takxe ”MCI'IOJ'Ib3yI-OTCﬂ” NOCTaBLWMNKHU BbIYMUCUTENTbHDBIX YCAYT U
cepBuncos. 4



PROCESSING RESOURCES

PROCESSING RESOURCES

[anbHenwee pa3BuTme KomnbloTepHOU moaenn. CmeHa napagurmebl

OpMEHTUP Ha CPEAHIOKD 3arpy3Ky

MNepeobpaboTka AaHHbIX AHa/M3 AaHHbIX

MoHTe-Kapno mogenupogaHme
06paboTka AaHHbIX

Data Reprocessing |

Simulation

Analysis

Prompt Reconstruction

TIME

OpUEeHTUP Ha MaKCUMANbHYHO 3arpy3Kky

NepeobpaboTka AaHHbIX

MoHTe-Kapno mogennposaxme

AHaNW3 AaHHbIX

06paboTka AaHHbIX

Analysis

Prompt Reconstruction

NTaHawadT cOBPEMEHHbIX BbIYUCAUTENbHbIX PECYPCOB U
NoTPebHOCTM B HUX APaMATUYECKM OT/INYAIOTCA OT cuTyauum 20
NIETHEN AABHOCTU, Koraa npunoxenma ®BI n AD 6biam ogHUM K3
OCHOBHbIX “noTpebutenen” BbIMNCINTENBHDBIX MOLLHOCTEN B
rnobanbHom mupe UT

B HacToAwee Bpema cyulectByeT 60AbLLINI MY BbIYUCAUTENIbHbBIX
pecypcoB 3a npeaenamu ®B3 n AP . B nepsyto ovepeab 3710
KOMMeEpPUYEeCKMe pecypcbl 1 CynepKoMMblOoTEPHbIE LEeHTPbI. Tak
BbIYMUCANTENBHbIN pecypc rmrantoB UT nnayctpun : AHOEKC,
Google, Amazon, Microsoft B cOTHM pa3 npeBbllaeT MOLWHOCTH
KoHcopumyma WLCG, pecypc cynepkomnbtoTepa Titan

(octaHoBneH B utone 2019 roga) npesbiwan Becb pecypc WLCG.
— 370 no3BonseT 1 TpebyeT nepecmoTpa “ycpeaHeHHOro” nogxoaa K
MCMNO/Ib30BAHWUIO BbIYNCANTENBHbIX MOLLHOCTEN UM CMEHbI MOAENM C
OpMEeHTaLMen UCNONb30BaHNA MAKCMMaNbHOTO BbIYMCNTENIbHOIO pecypca
Ha MOMEHT MWUKOBOM HArpy3KM 1 COOTBETCTBYHOLLEE NAAHNPOBAHME NOTOKOB
3a4aHui. Mpun TaKOM CLUEHApPUKN KiacCbl MOTOKOB 3a4aHUIA MOryT BbiTb
nepeopMeHTUPOBaHbI COOTBETCTBEHHO.



Common challenges

Management of Exabyte- scale science data
— And associated tools, networks, infrastructure

Move from “simple” x86-like clusters to very heterogenous
resources

— Use of HPC and Exascale computing resources

Infrastructures & centres likely to be common between
HEP & Astronomy, Astroparticle, GW, etc.
Software challenge — associated with the above

— How to easily move code between various compute resources,
validate correctness, adapt to new architectures, etc.

Develop and retain skills in software and computing
— In the scientific community — as well as with specialists
— |Issue of recognition in academic environments



ESFRI Science Projects

Goals:
HL-LHC SKA -

Prototype an infrastructure for the EOSC that is
FAIR ClA E S CA P E adapted to the Exabyte-scale needs of the large
KM3Net JIVE-ERIC

ESFRI science projects.

ELT EST i e e S
EL%E_(I_)_VO E&%}:‘/IESGOO @ Ensure that the science communities drive the
( ) ( —_— development of the EOSC.
= ggfg;ggf;ﬁ: Has to address FAIR data management, long term
Horizon 2020 funded project preservation, open access, open science, and

contribute to the EOSC catalogue of services.

Work Packages

WP2 — Data Infrastructure for Open Science

WP3 — Open-source scientific Software and

parr Service Repository

0_“ - i A e WP4 — Connecting ESFRI projects to EOSC through
s ¢ | ol OB VO framework

A : s/ : WP5 — ESFRI Science Analysis Platform

Data centres (funded in WP2)
CERN, INFN, DESY, GSI, Nikhef, SURFSara, RUG,
Task 2.3 Efficient Access to Compute CC|N2P3, P|C, LAPP, INAF

Cloud/
commercial

Task 2.1 Storage Services
T —

Task 2.1 Data transfer services
e _d




Data Infrastructure

DOMA project

(Data Organization, Management, Access)

A set of R&D activities evaluating
components and techniques to build a
common HEP data cloud

Idea is to localize bulk data in a cloud service
(Tier 1’s =» data lake):

minimize replication, assure availability; policy
driven

Serve data to remote (or local) compute — grid,
cloud, HPC, etc.

Simple caching is all that is needed at compute
site

Works at national, regional, global scales

Model to integrate private and commercial
storage — in a “RAID” configuration across
sites B

eeeeeeeeeeeeeeeeeeeeeeeeeee

ESFRI

ESCAPE

Storage Orchestration Services

—~ Q

2> Asynchronous

S g Distributed Storage Data Transfer
yE e Services

E 8 — 1 ——
© & u storage @ ~ Storage
(| c 1]

: Data ::
1 Center 1

Data Center

Grid Compute

Compute
Infrastructure

# OFTS {o}

=
S
A %Do&a Lake v

S o B
S ¥ oFrs 2 @

Data StorageData Manager Data Mover Data StreamData CacheData Processing
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Heterogenous compute reslources

* Requires: Lot et Grid Horkload Experiment and T
— Common provisioning mechanisms,
transparent to users

— Facilities able to control access HTGondor Batch Service OpenStack APIs
(cost), appropriate use, etc
* HPC, Clouds, HLT will not have
(affordable) local storage service (in
the way we assume today)

— Must be able to deliver data to them'<%
when they are in active use

WLCG JLAB 2019 5

‘)j;‘:n 30 Days fmmgl('l’;'g'l')qllggsm 2016-02-11
50N R _ v
[THESCIENCECLOUD] - \ Platform
— Via Fermilab HIConddr
. . T | HEPCloud: 1
Deployed in a hybrid cloud :
mode: e CMS Amazon Web 1 Configuration &
. - Services (AWS) Monitoring
Procurers’ data centres> n/LHcpnef 13 Jan 2020 Usage 1
commercial cloud service { Personalization
providers Fermilab Tier-1
GEANT network and Provisioning

EduGAIN Federated === -
Identity Management ‘

16013 W60 BI6OLB | W60 MWD  BID 2160210




Infrastructure challenges

A federated data infrastructure that:
— Enables policy driven wide area data replication across a “virtual data
centre”
e == “Data Cloud” or “Data Lake”
 Want it to appear as a single data repository although distributed
* Avoid having small managed storage service everywhere

— |s able to feed data to heterogenous compute resources distributed
at processing centres

* Traditional grid/HTC; HPC, Commercial cloud, citizen scientists
e Streaming, latency hiding, caching, etc.

— Can integrate owned and commercial resources

 Hopefully a lot in common between HEP and other related
sciences with similar needs

* Avoid adding complexity to the system —

— today it is much simpler than original design; this has decreased the
operational cost significantly



[lanbHenwee pa3BUTUE KOMMbTEPHOM Mmoaenmn («o3epo/oKkeaH AaHHbIX)
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Federated data and “data lake” R&D projects in HEP

R&D Project Motivation

Norway | Finland
Computing models for the Run3 and HL-
SPbSU LHC era anticipate a growth of storage
Q St Petersburg needs.
A PNPI The reliable operation of large scale data

Baltic Sea Esmmd I
| 4 facilities need a clear economy of scale.

Latvia J:NR A distributed heterogeneous system of
North Sea A Eanna independent storage systems is difficult
. 7~ . .
United Denmark lthuama)) to be used efficiently by user
Kingdom . Geneva/ Ga-tffl*'no/ Saint; NRCKI communities and couples the application
% ’ :> level software stacks with the
d Netherlands Bﬁ’gi!" Polan Gen’eva-Dﬁt?rlt?iTM?)scqw provisioning technology at sites.
Lo%don f '\\M/ = x —  Federating the data centers
: Germany = provides a logical homogeneous
Belgium . .
o hR and consistent reliable resource
P zec .
s(a.)ns /\Jvlen?a /SlovakF Ukraine for the end users
CER £~ ~Austria % *\"ﬁ;&ya ¢ Small institutions have no enough people
. o support fully-fledged software stack.
France S Hungary Y 2 t rt fully-fledged soft tack
Romania 'C\ R — Inour project we try to analyze
how to set up distributed storage
~— ; . : .
Black Se: in one region and how it can be
. o~ Italy \{4 Black Sea N g ' an
: ( used from Grid sites, from HPC,
- Bulgarla '
jal Madrid Home ‘ . academic and commercial clouds, |
8 Tyrrhenian Sea L. Azerbajan \

nenistan

Yj Spain Greece o AN LGP \\}

Ready for tests : T2 (ATLAS, PNPI, Gatchina), T2 (ALICE, SPbSU, Petergof), T1 (NRC-KI, Moscow)

Planned : TO (JINR, Dubna, NICA), TO/T1 (NRC KI, Moscow, FAIR), TO (CERN, LHC), SINP \—LV,_/
A. Klrlanov A.Klimentoy, D Krasnopevstev A Kryukov N.Kutovskij, A. Petrosyan E. Ryablnkln '

...... I'ahanan

2016/18 — the first prototype Alexei Klimentov 1w



[JanbHenwee pa3smuTme KomnboTePHOM moaenn. CosaaHme
dbenepaTtMBHOro AMCKOBOro NPOCTPAHCTBA B PpaMKaX reTeporeHHom
KnbepmnHdpacTpyKTypbl
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HENP-Google. Three ideas

User Analysis Data Analysis, Replication Data Streaming
and Placement

Ny »
(&idash Completed jobs

fre 7-09- 7-10-
2,500,000 . . . ZBDBYIS om 201 0I9 10 to 201 IIDN

e

iNbytes: Length of compressed object
{Version: Key version identifier
fObjLen: Length of uncompressed object
{Datime: Date/Time when written to store
fKeylen: Number of bytes for the key
{Cycle : Cycle number
fSeekKey: Pointer to object on file
{SeekPdir: Pointer to directory on file
{ClassName: class name of the object
fName: name of the object

fTitle: title of the object

0
0170911 2017094 0170917 X17.0920 0170923  X17.0926 170929 2171002 20171005  2017-1008

1T 1 1 1
21010100

1010

v |

\ 1
W Analysis WMC Simulation M Group Production 1 Cehers 1 0 Processing .
W MC Reconstruction [IData Processing

010101
Maximum: 2,162,584, Minimum: 0.00, Average: 1,328,897 , Current: 854,483 ! g U

Google Cloud




R&D Project Motivation

IT landscape has changed dramatically since end of XX century. At the end
of 90s HEP was a major computer user, and at late 90s

— Google name was not registered until Sep 1998
— Amazon had been selling books online

Today HEP is not the main IT customer, most of innovations are driven by
society requests (including social networks)

Today commercial technology sector is recognized as world IT leaders

— Amazon, Google, Microsoft, Oracle,... - already play significant role in
worldwide scientific computing. Companies are investing in many
scientific projects (LSST, MD, genomics)

LHC data intensive computing challenges are (and have been) at the cutting
edge of technology development

Foster partnerships with IT industries in research and development —and
not just as late stage product adopters

The huge challenges at the HL-LHC have spurred new efforts in ATLAS to
collaborate with technology partners

We proposed to start a new front in LHC R&D, with companies willing to
invest in open source solutions

Alexei Klimentov 15



égTLAS - Gooale Compressed Story 7 js Google

PanDA _ RUCIO

PanDA

- Job Lo white paper v3.0, Mar 2019 2013 - 2014: BigPanDA project. Extending the scope to
o Platform o cloud computing. Collaborate with Google Compute
Messenger }' Heartbeat US-ATLAS Collaboration with Google for . . . -
. . S Engine preview project to run ATLAS jobs at scale
sGoogle VM script | || vt sorio VM script High Energy Physics Applications in the 2017: Di . tS kv M tai d
core|Stesper [T o, gl (oo ]| || L] | f oo ] HL.LHC Era : Discussions at Smoky Mountains an

Monter [T oo & Supercomputing conferences. Intensive discussions in
Suomte N A ) Eosboner, A Kt Wors . Cafm Oct-Dec to define Data Ocean Project scope.

: Create new VMs d — Braol’:hm'enNa.lmnalLahor'alrujr Lawrence Berkeley National Laboratory Dec : Data Ocean R&D ATLAS internal note.

g w0 R ws || S s

o Sers st rgonne National Laboratory Stanford Linear Accelerator Laboratory 2018 :

B iccion to o Jan: Goog!e presentation of Proof of Concept Data
" GCP through harvester edge service ot Ook e Natora Larstors Ocean project at ATLAS SW&C week.

Feb-Sep : Data Ocean project : User’s analysis, data
placement, GCP/PanDA integration

s ‘ ‘p Computations May-Aug : bi-weekly technical meetings between US
D B orkdlows Labs / Universities and Google to discuss potential R&D

Scientists %
&) :
! [ ] paper draft. U Tokyo / Google collaboration.
e‘ =[ OFTS ] Oct : draft white paper submitted to DOE

Dec : WLCG Mgmt, ATLAS, Google, OpenlLab Technical
Meeting at CERN

2019:

Feb-Mar : v1.0,v2.0 and v3.0 of white paper

Apr : US ATLAS Ops Program Director’s review. R&Ds
Partnership with Industry talk (KD)

Jun 14% : US-ATLAS, Google meeting with J.Siegrist
and DOE HEP and ASCR offices reps.

Jun 24/28 : ATLAS Google splinter meeting and

S Normal =" Preemptible discussions during SW&C week @NYU

projects. Six WG with target date Aug 31° for white

Google Cloud Storagd TLAS Rucio data transfer architecture for Google S3 rid Sites

O

8
—brainstorming
S G v > b “
discussion ‘notes

VMs

ATLAS & Google — "Data Ocean" R&D Project, ATLAS note ATL-
SOFT-PUB-2017-002 https://cds.cermn.ch/record/2299146/, 29 Dec 2017

User Analysis Data Analysis, Replication Data Streaming

ROOT File description

T ‘ﬁ __.

o Dr. Mario Lassnig, CERN
MEXTOIG on behalf of the ATLAS Collaboration Google Cloud



https://cds.cern.ch/record/2299146/

M. Lassnig

Getting data into Google Cloud Storage

e The ATLAS Data Management system Rucio orchestrates all experiment transfers
o S3 used in the first iteration, since support is already available from both sides
o Tests successful, however not usable for client-based access (key distribution, server-
side signing)
o Parallel third-party copy is rate-limited to 100MB/sec because we were not using the
native GCS API

e Decision to move to GCP-native client-side signed URLs

S \ ‘ / U) Computational
Scientists 5 } / ERUCIO ----------- I%t[()A workflows

SCIENTIFIC DATA MANAGEMENT

. —
g -

. 3 —

- OFTS —_—
[

———/

Google Cloud Storage
Grid Sites



Workload Management and Google Cloud Platform

#Jobs

PanDA

Http
Messenger

Google
Sweeper

Heartbeat

3 Google Cloud Platform

VM

VM

Core

Google
Monitor

Delete idle VMs

Google
Submitter

Poll VM states

ﬂ\:

Harvester

Create new VMs

Grid storage

IdV 305

VM script

VM script VM script

pilot pilot pilot
___—
Y
Inputfoutput
SQUId v
N
N

#RUCIO

SCIENTIFIC DATA MANAGEMENT

Storage




Compute evaluation for simulation

e Operated a 120 core
cluster running standard

simulation jobs for 1.5

months
o 1/O to CERN storage
o Excellent success rate

(<<5% errors) using normal
VMs

e Preemptible VMs
o Significantly higher error
rate (~¥20%, including a Grid
storage outage)
o Still gain on a $S/event basis

WallClock C:
B WallClock Consumption of Cancelled Jobs

» " WallClock Consumption for Successful and Failed Jobs
@dash S By oS08 06 s 30180606

14,000,000

Grid storage problem. Not cloud retat

S

000,000 o

10,000,000

8,000,000

6,000,000

4000000

2,000,000

20180509 2180512 2180515 2180518 2180521 2180524 2180527 2080530 7 20180602 2180605

¢ Normal VMs *

fallClock Consumption of Successful jobs

Preemptible VMs

M WallClock Consumption of Failed Jobs
Maximum: 12,354,136 , Minimum: 0.00, Average: 8,947,675 , Current: 10,674,624

Efficiency of preemptible VMs can be optimized through usage of Event Service.



End-User Analysis use case

o First cloud exercise with native use of cloud storage
o Pre-placement of datasets to Google Storage

« Full user analysis succeeded
o ~1M events, 450 GB of input, and 63 GB output

o It was more challenging than simulation
o Incompatibilities between CernVM4 and Athena pre 21

releases
s Requires generating and pre-upload of shared libraries

o Preemptible VMs create confusion

o OOM reaper killing payloads
o File corruption errors when using direct I/0: need to stage-in

full files



Nov 19, 2019; Super Computing Conference
US ATLAS/Google brainstorming
Alexei, Ema, Kanai, Karan,
Kaushik, Kerstin, Meifeng,
Miles, Paolo, Shantenu
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ATLAS Google Collaboration

« "Proof of Concept” project success has led to expanded

work plan

— Geared towards HL-LHC, leveraging Google expertise

— Expanded technical teams, both within ATLAS and Google
experts
* Five areas of collaboration identified in white paper (after ¥4 months of

technical discussions). They are in various stages from planning to active
technical work. They are attracting interest (of different level) from HEP

and WLCG communities and funding agencies.

Track 1 Data Management across Hot/Cold storage
Track 2 Machine learning and quantum computing
Track 3 Optimized I/O and data formats

Track 4 Worldwide distributed analysis

Track 5 Elastic computing for WLCG facilities

Alexei Klimentov 22



Access RAW Data Carousel’ we mean an orchestration Archival Storage -
between workflow management (WFMS), data Tape
pattern (HITS) management (DDM/Rucio) and tape services
Data whereby a bulk production campaign with its
inputs resident on tape, is executing and
AOD promptly processing of inputs. Only a small
_ _ fraction of inputs are pinned on disk at any :
Analysis Object  one time. Data Carousel Model. Automatic
Data data migration between disk and
tape
Hot/Cold Storage Model

Hot/Cold storage model gives us more flexibility with data handling .

We can archive ALL data on tape and keep on disk and cash the most popular data
Volume . Plan A (a, B): Data will migrate between hot/warm/cold storage automatically

~ Plan B : will address the case when tape drives market will be in danger

: Archival Storage — ,
G Archival Storage — B Tape g B Archival Storage —
Tape GCS
Cold storage -
Warm GCS Warm
storage - storage -
ACEGSS Data disks Data disks
pattern
v Basic considerations :
1. Access pattern
BN 2. Cost, performance and capability
ENERGY 1. Capability = functionality.. How well requirements are mar.aged Nﬁﬁ?g'fgﬁgﬁ,%
[r— 8/06/19 2. Performance = data availability, retrieval speed and data access speed

Track 1 : Hot/Cold storage
Mar 2020 Alexei Klimentov 23



AOD - DAOD. Phase |

Preplace AOD
', | data sample

RUCIO TP - data placement t

jl"'T.' w .
request
(dataset - ATLAS dis

| -3 ,
I’ m U2 e
3 = =

m=1..10, inciuding 1-2 T1




Data and Workflow/load Management ({}

PanDA

Data management (DDM — Distributed Data
Management)

Workflow and Workload management (WMS —
Workload Management System)

Monitoring

WMS evolution

Beyond ATLAS and HEP
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The data processing chain

Detector Simulated
- s—i/d‘*zc(z)
2 level, online system ¢ —_—
IR Generation HPC
¢ Event generator output (¢ & G ri d
Trigger Simulation
Reduce event rate from 40 : e
MHz (60TB/s) to 1kHz Raw data (RAW) ¢ : v Simulated detector output (RDO)
(1.6GB/s) based on ] _ —
signatures Reconstruction : Reconstruction
Event size ~1.6MB : G d
Analysis Object Data (AOD) ¢ : ¢ Analysis Object Data (AOD) rl
Organized Derivation Derivation
production T
Chaotic e
- Analysis
analysis Grid & local resourges /'t - I

Offline : common code

Offline : MC

NG )
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Data distribution g

Number of clients: 27

Number of active links: 134
ogion
a Global transfer rates increased to 30-40 GB/s

(>2 X Runl) US Region
Transfer Throughput
e - alice
- - atlas
40 GBps 1 1 ms
[ 1
I - = Ihcb
I il
35 GBps it B |.
e
l. ] l I I|I ' n
30GBps I wll . -
I 1 I n
»
¥ | n -
25 GBps ! 7 it
-
2017-08-10 14:00:00 L] | »
20GBps cms: 2228 GBps ' Ucean Jcean
T e T ) q
Server
15GBps L q
et Client
10 GBps o'
0Bps
812 815 8/8 811 8/14 817 8/20 8123 8126 8/29

Increased performance everywhere:
- Data acquisition >10PB / month
- Data transfer rates > 35 GB/s globally

Regular transfers of >80 PB/month with ~100 PB/month during July-October
(many billions of files)

3/22/20




The Worldwide LHC Computing Grid

Tier-0 15%
(CERN and Hungary ):

data recording, Tier-2 45%: Simulation,

reconstruction and Tier-2 sites end-user analysis
distribution ™ (about 160) Re-processing
Tier-1 40%: permanent 1 Derivation production
storage, re-processing, Tier-1 sites
Analysis == 10 ol ks _
TO spill-over fe 13 ~170 sites,
HLT 42 countries
MC Simulation
Derivation production
~750k CPU cores
MONARC - Models of
Networked
Analysis at Regional Centres for ~1 EB of storage
LHC Experiments.

> 2 million jobs/day

10-100 Gb links

ere are two Tier-1s in Russia : JINR and NRC Kl

&
@ @ WLCG:

An International collaboration to distribute and analyse LHC data

3/22/20

Integrates computer centres worldwide that provide computing and storage resource into a
single infrastructure accessible by all LHC physicists

© 2016 Google



Primary distributed computing software tools

Workflow Management:
“translates” physicist
requests into production
tasks

Workload Management:
submission and
scheduling of jobs &
tasks

Monitoring production
jobs & tasks, shares,
users

Data Management:
bookkeeping and
distribution of files &
datasets

Information System
(ORACLE backend)
Queues and
resources

description

Databases: Conditions and
data processing (ORACLE,
mySQL, PostgresSQL)

29



Paradigm shift in Particle Physics Computing
In XXI century

Old paradigms

Distributed resources are independent
entities

Groups of users utilize specific
resources (whether locally or
remotely)

Fair shares, priorities and policies are
managed locally, for each resource

Uneven user experience at different
sites, based on local support and
experience

Privileged users have access to special
resources

Distributed resources are seamlessly
integrated worldwide through a single
submission system

Hide middleware while supporting
diversity

Access to all resources may be granted
to all users

Global fair share, priorities and policies
allow efficient management of
resources

Automation, error handling, and other
features improve user experience
Central support coordination

All users have access to same
resources




Outline

Data management
Workload management
Monitoring

WMS evolution

31



. . . o
Distributed Data Management in a@j
nutshell o

e Stores and manages all the experiment’s data across a distributed
environment following the computing model principles
o Computing model determines the number and location of copies of
different types of data
e High-level requirements:
o Data bookkeeping
m Location of files and datasets
m Relationship between files and datasets
m Owner, checksum and other metadata
o Data transfers

PhEDEXx
(CMS) '.

(Y
Rucio

DIRAC

o Data deletion (ATLAS) (LHCb)
o Data consistency AliEn
m Are the files really where we think they are? (Alice)

e Each experiment has their own with slightly different features: we will focus
on ATLAS Rucio (http://rucio.cern.ch/ developed by CERN and Univ. Oslo)

32
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Data management. Rucio

® A few numbers to set the scale

o 1B+ files, 460+ PB of data, 400+

Hz interaction

o 120 data centres, 5 HPCs, 2

clouds, 1000 users

o 500 Petabytes/year transferred

& deleted

o 2.5 Exabytes/year downloaded

Rucio is evaluating or already in use for many
experiments including Belle I, CMS , SKA, AMS

PB
200P Thursday, Oct 10, 2019
ATLAS managed Bytes. 465 308 935 804 231 700 |
.0 data volume ~0.47 EB
LHC Run2
300P
200P LHC Runl l

100P l

‘ last_transfor_time - first_transfer_time (hours) for all TIER1S, updated: 2011-08-10 11:18:15

Entries

& uploaded i

CERN to BNL data transfer

|___halles || O

2010 2012 2014 2016 2018 Year

Data Transfer Volume

time . An average 3.7h

 to export data from CERN

Data access volume ... m

o =

o st st ime, ours

61 n

Data transfer volume =~
\

7 PB/week

First exascale scientific data management system today



Data Management Tools

o Attime of inception, no global/commercial solution for the distributed computing
available for our ‘Big Data’ handling

o Adata intensive instrument which generates unprecedented data volumes
o Facilities are distributed at multiple locations under different administrative domains

o Datais produced at many locations where it is neither stored, nor analyzed by researchers nor
archived

o ATLAS developed its own tools
o  The firstimplementation of the data management system was Don Quijote 2 (DQ2)
o Inproduction from 2006 : Originally designed as a transfer system

o 2007-2013: Many new features added during LHC Run-1

2018-03-01




python /
A

Rucio Development & Commissioning .. Apache

e Longinitial process:

o  2012: User surveys, technical studies & design phase ~1year
o 2012-2014: Initial development ~2 years

o  2015: Commissioning & gradual migration from predecessor system DQ2  ~1 year
wor  ATLAS Data Overview

Lines of Code DQ2 . .
300P ) '
February 2018 : ) .
» Code: 78,961 ¢ 200 ;
o Comments: 24,079 ok 130 sites
Blanks: 18,332 2000 users
A 100P
—— 0
2013 2014 2015 2016 2017 2018 0
2010 2017 2014 " 06 2018
Run-1 - LS-1 Run-2

2018-03-01 b




Documentation

# Rucio e [root@rucio-nagios-prod-82 ~J# rucio-admin account list-attributes -h
Sagw Viionme fo Rucak dosumanation SPIAR usage: rucio-admin account list-attributes [-h] account

positional arguments:

57 .
Welcome to Rucio’s documentation! account  Account name

Rucio is a project that provides services and associated libraries for allowing scientific opt ional a rguments:

collaborations to manage large volumes of data spread across facilities at multiple institutions and -h ' --h elp show this hel p message a nd exit

organisations. Rucio has been developed by the ATLAS experiment.

) o ) ) Usage example
Rucio offers advanced features, is highly scalable and modular. It is a data management solution T

that could cover the needs of different communities in the scientific domain (e.g., HEP, astronomy,

biology). . . . . .
$ rucio-admin account list-attributes jdoe
This documentation is generated by the Sphinx toolkit. and lives in the source tree. + + +
| Key | Value |
General Information S |
| admin | False |
This section contains the general information related to Rucio which is common to all developers, 8 9 3
users and operators. FOI’ documentat cnacific ta tha anu af thaca thraa nlaaca cao tha A ’
subsequent sections. list-attributes Note: this table empty in most cases.
Concepts and terminology List attributes for an account.
o Typical replica workflow
o Architectwe

rucio-admin account list-attributes [-h] account

Developer Documer]  positional Arguments

& Read the Docs

1 unitwiant ta davalan with Dirin ar
account  Account name

— https://rucio.readthedocs.io/

$ rucio-admin account list-attributes jdoe
$eoevenn $eoecesoes +
| Key | Value |
Juneseon Dol bk |
| admin | False |
$oservaes $ecasanacs +

2018-02-28 9




Data Management: Rucio architecture

(

CLls

8]
/ \ucio Clients: Production/analysis/Physics meta-data system, End-Users ]

Python clients

API (HTTPS)

—

Authentication & Authorization Layer \

______________________________________

Networking

Site Site Site

......................................

/ Qcio Daemons

Conveyor
Reaper

JEBI

(Credential, Account, Action, Args) /) |
\ucio Core Service !
S | :
: \ ! [
: Account D(art‘:l:l;r:;fgzrs Subscription o
| ’ !
. (Account, limits) attributes) (account, filter, policy) | I
1 |
| Metadata ) Replication rules |
i (attrname, Rea!l:;g ;giEs)try (account, DI, factor, i
E attrvalue, DI) )\ RSEexpression) ) !
: \ i
[ Availability Account/RSE Replica locks !
i (Service) Usage (account, DI, RSE) :
: /|
7 ,
Backend Rucio Probes Aucio Analytics
f—
VOMS
(Account, identity) Accounting

Active Directory
(Account, identity)

(Account, DI, RSE)

Reports

AGIS
(RSEs, protocols, etc)

(Metrics, measures,
popularity)

Space collector

(RSE usage)

—p Visualization

AMI

(Scopes, meta)

File Transfer
Service (FTS)

@

PanDA
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Rucio data concepts

o Events: collisions
o Files: Collections of

events (e.g. C++
objects)
« Datasets: logical

grouping of files
- Units of replication

Y EeEE
allaRalaiaka) i
B EEEEEE
aRallaRaia) g
agaliaRajialians
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Data Hierarchy

usenjdoeuAIIPeIiods

~
~
~
~

o Atthe heart of everything is a file*

e Files are grouped into datasets

e Datasets are grouped into containers
o Datasets only hold files

e Containers are grouped into containers
o containers only hold datasets or containers

o Collections can be organised freely

o  Files can be in multiple datasets
o datasets can be in multiple containers
O containers can be in multiple containers

* sub-file support being explored

user.jdoe:RunPeriodA
P FA_
userjdoe:Runl | . user.jdoe:Rgn2
[ Yy~

userjdoe: | | userjdoe: || userjdoe:
File_0001 | ... | File_0250 || File_0751 |...

~
/

€
€

o
o

R e EEERE
Re B

1R 1R 1

18 1

18 1

118 1

TR TR TR 1
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Metadata

e Metadata are custom attributes on data identifiers
o  Support for arbitrary metadata being explored

e Rucio supports different kinds of metadata

o System-defined, e.g., size, checksum, did_type, is_open, created_at
o  Physics, e.g., number of events, GUID
o  Workflow management system, e.g., which task or job produced the file

o Data management, necessary for the organisation of data

e Metadata provides another namespace

o Datasets are searchable by name and metadata

2018-03-01




Rucio Storage Element (RSE)

e Software abstraction for a storage end-point
o E.g. CERN_DATADISK, MEPHI_DATADISK,...
e A deterministic mapping between the logical file name and its
path can be used to remove file catalog lookups
e RSEs support multiple protocols
o GridFTP, HTTP, S3, etc.

)  oifons

Google Cloud Storage

SRM: Storage Resource Manager



Interaction with the data @
(

PanDA

e Upload and download
o Synchronous
e 3rd party copy: FTS
o Asynchronous and throttled

rucio add-rule
user.fbarreir:myfilename 2
'spacetoken=ATLASSCRATCHDISK'

T53 FTS: File Transfer Service
(http://fts3-

docs web.cern.ch/fts3-docs/)

Control

channel

|
‘ File server 1 J {File server 2 } [File server 3 } ‘ File server 1 File server 2 } [File server 3 }

[Fst [Fs2|Fs3||Fs1]Fs2|Fs3||Fst|Fs2|Fs3] Data

[Fst [Fs2|Fs3||Fs1]Fs2|Fs3||Fst|Fs2|Fs3]

rucio upload --rse Mucn . .
--scope fbarreir -- channel rucio download --dir=/tmp/
files myfilename --dsn fbarreir:myfilename

mydataset
42
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Rucio hides all the complicated details (paths, protocols, hosts) from the users!

Listing, copying and removing files.

[ui63] > edg-gridftp-ls --verbose gsiftp://i2g-sefl.lip.pt/flatfiles/itut

total 4
drwxrwxr-x
drwxrwxr-x 2 itut

3 itut 4096 Nov 8 15:06 generated
4096 Nov 8 18:32 tut-14-11-07

[ui63] > globus-url-copy -vb file:/home/tutorial/user0l/data-manag/dm-file-user6l
gsiftp://i2g-se0l.lip.pt/flatfiles/itut/tut-14-11-67/dm-file-userol
1048576 bytes 329.49 KB/sec avg 329.49 KB/sec inst

[ui03] > edg-gridftp-ls --verbose gsiftp://i2g-
sefl.lip.pt/flatfiles/itut/tut-14-11-07

total 9412

-rw-rw-r-- 1 itut 9621413 Nov 8 18:33 dm-file-user0l

[ui63] > edg-gridftp-rm gsiftp://i2g-
sefl.lip.pt/flatfiles/itut/tut-14-11-07/dm-file-userol

a
éi gLite and INT.EU.GRID training for end-users
LIP

y A
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PanDA

State machines: file transfer

Stage

Source found Failed
for the

File missing at transfer and
destination file queued

site (waiting)

Staging Staged

Queued ' Done

Copying Copied
Register

Copy Failed l
Failed

44



Dark data and consistency checks §¢

: : : PanDA
Consistency between the Rucio Storage Elements and the Rucio DE o

o Lost Files: Files in the catalog(s) but not physically on the SE
o Dark Data: Files on the SE but not registered in the catalog(s)

Automatic consistency check is based on comparison of information
dumps
o Each site provides storage elements dumps on a regular basis
(monthly or quarterly)
o Rucio dumps of expected file replicas generated every day
Comparison times scale from few seconds for small sites to few hours

for the biggest one (70M files)
o Dark Data is automatically collected and deleted by another daemon

o Lost Files are reported to site support for investigation
s Confirmed Lost Files are
o Copied from other SEs if other copies exist
o Notified to the owner and deleted from the dataset

45



o'
Traces, data popularity and analytics @"

PanDA

Common questions
o Which files/datasets are popular in the system?
o Which files/datasets are not used at all?
o Statistics on transfers times, deletion times, etc.

Traces: each event is sent to HDFS (Hadoop File System)

o Important information: event type, file, dataset,
source/destination, user, size, transfer time

o 6M json dictionaries per day (~“5GB)
Data reduction: redundant, unused copies of old data can be
removed
Data pre-placement: popular data can be replicated to
facilitate usage
Network map: measure current bandwidth between sites



Data Management: some metrics &‘}

« Transfers PonbA

O

O

>40M
e Deletion

files/month 100M files/month
Up to 40 o 40 PB/month
PB/month

®idashoes Transfer Successes (Wdashhe Transfer Volume
e 2017-02-26 00:00 to 2017-03-26 00:00 UTC 2017-02-26 00:00 to 2017-03-26 00:00 UTC
5M 1
A
ko] >
4M ]
0 T 7507
[} -
0
0 3m o
: 0
€ II II @ 5007
0 2M- I [0}
] II = g
Q --I I —I = = 250T =
= 0
EIM = - = !-== = > L
r4 — |
M A 5o A & 9,0 X160 A 2,0 1O X 6 or o A )
RARI IO PO LS RPN VDX 2NN DD Dy AV Dy RRRIIO PP LI RSNV D x9N0 DD Dy D o
A A I B i M S R M M S A R S S S S M MM MM
QY Q797 97 97 Q7 7,97, 97,087,079 07 & Q0 Q7 Q007070 Q070,07 Q0 Q0 Q0 R QY 9% 9% Q7,97 97 97,97,97,97,97, 97 Q7 &7 97 Q7 & 97,097,097 970797 Q0 Q0 & 0
N N N A A VNN N N N N N N N N N N SN AN M NN NN NN
AR 4D Y 4D A 4D A AR A 4D AR D 4D 4D 074D 07D DAY AT A D 07D OO NI S S S NN IO OO IO SO S RGN NG
Activities Activities
(¥ Data Brokerindll Data Consolidatior Data Rebalancindl Express’ ' Functional Test 9 Data Brokerindl Data Consolidatior® Data Rebalancindl Express' Functional Test

Production Input  Production Outpuf@® Recovery [l Staging@ TO Export” TO Tape Production Inpul Production Outpuf# Recovery [l Staging@ TO Export” T0 Tape 47
@ User Subscriptions @ User Subscriptions




Monitoring: DDM Dashboard

\'ij]Sh » ATLAS DDM DASHBOARD 2.5
MATRIX (2017-03-28 09:20 to 2017-03-28 13:20 UTC SLIDING) MAXCELLS ¥ @ A 1A %W Bv ¢
v Summary ‘ Matrix \‘ Transfer Plots ~ Staging Plots ~ Deletion Plots  Centric Plots  Details
Interval Transfer: m Displaying 12 of 12 sources and 12 of 12 destinations.
eval Emdemy 0% 100% SOURCES
Throughput
Tools ~ISuccesses
rucio “Errors o ) ,
Staging: w ] g
Activities Efficiency & z £ +
all Throughput z [0} w z
~Successes g < i + [4 + + + + + + + + + +
Sources “Errors l‘5 U) g 5 8 g E E g 2 a E )D‘ g
E';L‘ds Deletion: | [ 93% | 44w | 78% || 96% | 89w | 94% | 89w | 95% 92w 97w 97w 84w  89% | 8% | %%
Countries: 5"'“""“ 9cs |34 Myys| Scs [632Me/s 621mes  Lees 175Mys  Lces 244 Mpis 292 My/s 531meis 109 Meis 90mMe/s  lees 2 Gefs
Feceratons: s Chs  95% | 97% | 100% | 93%  90% 95% 90% 92% 95% 9% 95% 93% 95% 7% 98w
Tokens: AErrors 832 meys| 53 me/s | 121 me/s | 117 me/s 23 me/s 56 me/s 61meis 63meis 13meis 26 mis 21meis 79meis  Smeis 30 me/s 338 weys
Grouping: - CLOUD cerns 100% | 88% | 58% | 100% 96% 9% 100% 100% 98% 100% 99%  97% 100% 100% 9%
Destinations 100% 431 mess| 13 meys | 85wes | 61meis  2mes  14mes  2meis  45weis 18wes 67mes 10meis 139kes 15weis 23 mess 176 Mess
e ‘ e+ | 88% [100% [ 100% | 92%  73%  94%  96% 93% %% 93% 9% 73%  88% 8% 90w
Countries: la/s | 2me/s | 268/s | 191me/s 194 me/s 162 me/s 28 me/s 213 me/s 58 me/s 71mes 9lmeis  3mes  7me/s 86 me/s 301 meys
Eederations: | ‘ . 99% |100% | 100% | 100% 9% 100% 9% 9% 94% 100% 98% 98% 100% 96% 100%
Tokens: 349 me/s| Oke/s | 4me/s | 60me/s 34meis 34meis 6Gmes 33mes  2mis  15meis 25mes  4mes  12mes 29 me/s 96 Me/s
Grouping: ~ CLOUD 0% fRe  98% [ 98w [100% | 99%  97% 9% 81w  98% 9% 9% 9% 9w W% 94w  100%
2Ge/s [60me/s| 1ces | 58me/s 57meis 516 mes 11me/s 323 meis 72meis 29 me/s 57 meis 18 meis 43 mejs 346 mejs 535 meys
T+ 96% | 51% | 53% 97% 96% 9% 97% 9% 7% 8% 9B% 9% 100% 87% 100%
) 754 meys| O mejs |239 mMeys | 15meis 127 mejs 212 me/s  1wmeis  14meis  8mes  8wmeis  132meis  1mes  152ksis 64 mess 171 meys
= ND+ 98% | 90% | 100% | 96% 9% 9% 9% 91% 100% 100% 96% 100% 9% 81w 9%
9 282 meys| 19me/s | 3meis | 17meis 21 mes 75me/s 632ke/s 17mes  2meis  20kes 44 mes 265ks/s 326 ke 60 Me/s 44 mys
‘ E NL+ 91% | 71% | 100% | 93% 93% 9% 9% 9% 91% 97% 98% 9% 100% 5% 84%
= 191 me/s| 8 meys (463 me/s | 8wmeis  Bmeis  31mes 16mes 24meis  6Mes 16 mMe/s  Swmeis  399ksis 38lkeis 26 me/s 49 Mess
p RU+ 100% [ 100% | 100% | 100% 97% 100% 100% 100% 100% 100% 100% 100% 100% 99% 100 %
0 159 me/s| Oke/s | 1ce/s | 8wmeis 125meis 3 me/s  736kes Swmeis 300kes 1mes 156ke/s 348ks/s 15ksis  1mes 13 mess
w W+ 90% | 100% | 100% | 81% 9% 8% 94% 9%6% 0% 97% 100% 91% 100% 60%  93%
[a) 40me/s| Oksis |120meys | 1mes  1me/s 687ke/s 756 ke/s 23 me/s 830kss 638ke/s 27keis 406ksis Skes  6Me/s 6 mgys
UK+ 89% | 89% | 100% | 93% 90% 8% 53% 95% 93% 94% 93% 86% 69% 8% 4%
1cB/s | 29me/s | 18 meys | 25meis  11mes 109 me/s 6meis 116 meis 31mes 33meis 95meis  2mMe/s 4 me/s 564 me/s 220 Me/s
Us+ 85% | 23% | 36% 86% 93% 8lw 8% 8% 9% 92% 97% 57% 44% 84%  87%
940 me/s| 149 ve/s| 211 meys | 69 me/s 18 me/s 8O me/s 42msis 125mejs 33 me/s 24 mB/s 49meis  2me/s 4 me/s 186 me/s 308 me/s
—
STAGING ERROR SAMPLES: "US"
Total
‘Code Sample /1551
#251 TRANSFER DESTINATION OVERWRITE srm-ifce err: Communication error on send, err: [SE][srmRm][] httpg://smuosgse.hpc.smu.edu:8443/srm/v2/server: CGSI-gSOAP r 989
N — unning on fts301.usatlas.bnl.gov reports could not open connection to smuosgse.hpc.smu.edu:8443
#250 TRANSFER DESTINATION OVERWRITE srm-ifce err: Communication error on send, err: [SE][srmRm][] httpg://smuosgse.hpc.smu.edu:8443/srm/v2/server: CGSI-gSOAP r 513
» Tools unning on fts03.usatlas.bnl.gov reports could not open connection to smuosgse.hpc.smu.edu:8443
TRANSFER TRANSFER globus_ftp_client: the server responded with an error 530 530-globus_xio_gssapi_ftp.c:globus_|_xio_gssapi_ftp_server_read_cb:1391: 530-Server si
> Activities #520 de credential failure 530-GSS Major Status: General failure 530-acquire_cred.c:gss_acquire_cred:140: 530-Error with GSI credential 530-globus_i_gsi_gss_utils.c:globus_i 4 4 8
_gsi_gss_cred_read:1420: 530-Error with gss credential handle 530-globus_gsi_credential.c:globus_gsi_cred_read:573: 530-Error with credential: The host credential: /et
» Sources ¢/grid-securit
- #112  error on the bring online request: [SE][StatusOfBringOnlineRequest][SRM_INVALID_PATH] No such file or directory 2
jBestipations #148  error on the bring online request: [SE][StatusOfBringOnlineRequest][SRM_FILE_UNAVAILABLE] File has no copy on tape and no diskcopies are accessible 1



Database schema

DATASET_PROPERTIES
DATASET_CONTENTS CAEATEDIAT) DATE
i FILE_PROPERTIES CREATEDAT  ONTE UPDATED AT DATE
FILE_REPLICAS CREATED_AT DATE UPDATED AT DATE DELETED_AT DATE
CREATED_AT DATE UPDATED_AT DATE DELETED_AT DATE DELETED INTEGER
UPDATED_AT DATE DELETED_AT  DATE DELETED INTEGER # ScoPE VARCHAR2{255 CHAR)
DELETED_AT DATE DELETED  INTEGER £ SCOPEDSN  VARCHAR2(255 CHAR) £ osw VARCHAR2{255 CHAR)
DELETED INTEGER f SCOPE VARCHAR2(255 CHAR) f DSN VARCHAR2(255 CHAR) ‘? KEY VARCHAR2(256 CHAR)
& RsE VARCHAR2(255 CHAR) PN VARCHAR2(255 CHAR) { SCOPE_LFN VARCHAR2(255 CHAR) VALUE CLOB
& scope VARCHAR?(255 CHAR) P xey VARCHARZ(255 CHAR) &N VARCHAR2(255 CHAR) ' T
&N VARCHAR2(255 CHAR) VALUE cLoB PARENT_SCOPE  VARCHARZ(255 CHAR)
' PARENT_DSN  VARCHARZ(255 CHAR) | .
| '
\ DATASETS
Y
RSES I CREATED_AT DATE
CREATED_AT DATE UPDATED_AT DATE
UPDATED_AT DATE Y DELETED AT DATE
DELETED AT DATE FILES INODES DELETED  INTEGER
DELETED  INTEGER CREATED AT DATE CREATED_AT DATE J scope VARCHAR2(255 CHAR)
& RsE VARCHAR2(255 CHAR) UPDATED AT DATE UPDATED_AT DATE g VARCHARZ(255 CHAR)
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